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In this paper, we develop sufficient conditions for uniform asymp-
totic stability of interconnected dynamical systems that are not in
cascade form. We show that the stability analysis of a two-
subsystem interconnection can be reduced to ensuring the stability
of the first nonisolated subsystem with respect to its own state vec-
tor (partial stability) and the stability of the isolated second sub-
system. In addition, based on the above results, we provide a
control design framework for nonlinear systems where the control
objective reduces to stabilization of only a part of the system state
while guaranteeing the stability for the entire state of the system.
We validate the efficacy of the proposed control framework via
simulations and experiments using the wheeled mobile robot
platform. [DOI: 10.1115/1.4048780]

1 Introduction

Stability of interconnected systems in cascade or hierarchical
form has been extensively studied in the literature over the years
[1–3]. In particular, for nonlinear systems in cascade given by

_x1 ¼ f1ðx1Þ (1)

_x2 ¼ f2ðx1; x2Þ (2)

it was shown in Ref. [4] that global asymptotic stability of Eq. (1) and
global asymptotic stability of the isolated subsystem _x2 ¼ f2ð0; x2Þ
guarantee global asymptotic stability of the entire cascade provided
that the trajectories of Eq. (2) are bounded. The extensions of these
results to time-varying systems in cascade as well as global results
have been presented in Ref. [3]. Connections between asymptotic sta-
bility of cascaded systems and the input-to-state stability of Eq. (2)
have been studied in Refs. [4–6].

More generally, stability of interconnected systems in cascade
form containing an arbitrary number of subsystems is presented in
Refs. [1] and [2] using traditional Lyapunov techniques. The main

approach there is to use stability of the isolated subsystems along
with boundedness of the vector field gradient to establish stability
of the entire interconnection. The results in Ref. [2] provide the
necessary and sufficient conditions for uniform asymptotic stabil-
ity of the interconnected system. Stability of interconnected sys-
tems that are not in cascade form is also a well-studied subject
[7,8]. In particular, the passivity theory along with small-gain the-
orems provides a constructive tool to establish stability of inter-
connected systems based on the notions of input-to-state stability
and input-to-output practical stability [5,6,9]. Alternatively, the
notion of vector Lyapunov functions is used in the analysis of
large-scale dynamical systems in Ref. [10] while the notion of
control vector Lyapunov functions has been introduced in
Ref. [11] to provide the means for the decentralized control design
of such systems. The results in Refs. [10] and [11] are based on
obtaining a Lyapunov function candidate for each individual sub-
system and ensuring that the time derivative of this function along
the state trajectories of this particular subsystem is less than a spe-
cific comparison function. These comparison functions obtained
for all subsystems stacked together must form the dynamics of a
stable comparison system in order to ensure the stability of the
entire interconnected large-scale system. However, it remains an
open subject to study stability of such systems based on the
approach used for cascade interconnections where stability analy-
sis involves isolated subsystems whose dynamics depend on the
individual subsystem states. This is the focus of this work.

In this paper, we combine the notion of partial stability with the
stability analysis of interconnected systems that are not in cascade
form. Partial stability [12,13] of a dynamical system involves sta-
bility of the system with respect to only a part of the system state.
In this case, the traditional definitions of Lyapunov, asymptotic,
and exponential stability apply to that part of the system state
while the rest of the system state has no effect on its stability
properties. The main results of this paper provide sufficient condi-
tions for asymptotic stability of a time-varying interconnected
dynamical system based on its partial stability with respect to the
state of one subsystem and uniform stability of the isolated second
subsystem (similar results for exponential and global stability are
also developed but omitted here due to page limitation). Further-
more, based on the developed stability results, for controlled non-
linear systems, we present a control design approach for the
reference trajectory tracking that requires stabilization of only a
part of the system state while guaranteeing the stability of the
entire state. In other words, we ensure partial stability of the inter-
connection through the control design while stability of the second
isolated subsystem is guaranteed by the specific design of the error
states. Finally, we present an example of a mechanical system
where the tracking control is designed using the above framework.
The performance of this controller is verified through numerical
simulations and experiments.

It should be noted that stability of interconnected systems using
the concept of partial stability has been studied in the context of
nonlinear observer-based control design [14]. As such, the results
of this paper can also be applied to observer-based control design
for time-varying nonlinear systems where only partial asymptotic
stability of one of the subsystems can be established.

A preliminary version of the results of this paper appeared in
Ref. [15]. The additional contribution of this paper includes the
control design framework and its application to a mechanical sys-
tem such as wheeled mobile robot and validation of the controller
performance via simulations and experiments.

2 Mathematical Preliminaries

In this section, we establish definitions and notation, review the
existing results on stability of interconnected systems, and intro-
duce the notion of partial stability. Let R; Rþ; Rþ denote the set
of real numbers, the set of positive real numbers, and the set of
non-negative real numbers, respectively, let Rn denote the set of
n� 1 real column vectors, let In 2 Rn�n denote the n� n identity
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matrix, let jj � jj denote the Euclidean vector norm, and let
V0ðt; xÞ¢½@V=@x1;…; @V=@xn�, where x ¼ ½x1;…; xn�T . We denote
an open ball of radius d > 0 in Rn as Bd¢fx 2 Rn : jjxjj < dg.
Finally, we let

�
D denote the interior of the setD � Rn.

Next, we cite one of the main results in Ref. [2] that establishes
stability of the interconnected system in cascade form. Specifi-
cally, consider a large-scale system G composed of q intercon-
nected subsystems given by

_xiðtÞ ¼ fiðt; x1ðtÞ;…; xiðtÞÞ; i ¼ 1;…; q (3)

where xi 2 Rni is the state of the ith subsystem,
Pq

i¼1 ni ¼ n, and
x¢½xT

1 ;…; xT
q �

T 2 Rn is the state of G. Associated with Eq. (3),
consider a collection of isolated subsystems Gi given by

_xiðtÞ ¼ fiðt; 0;…; 0; xiðtÞÞ (4)

The following assumptions are needed for the main stability result
for the large-scale system G given by Eq. (3).

ASSUMPTION 2.1. Functions fið�Þ are continuous and

fiðt; 0;…; 0Þ ¼ 0; i ¼ 1;…; q; t � 0 (5)

ASSUMPTION 2.2. There is a constant c> 0 such that

sup
t�0

sup
jjwijj�c

k @fi t;wið Þ
@wi

k <1; i ¼ 1;…; q (6)

where wT
i ¢½xT

1 ;…; xT
i �.

The following result presents necessary and sufficient condi-
tions for stability of Eq. (3).

THEOREM 2.1 [2]. Suppose Assumptions 2.1 and 2.2 hold. Then
the equilibrium solution xðtÞ 	 0 to the large-scale system G given
by Eq. (3) is uniformly asymptotically stable if and only if the
equilibrium solution xiðtÞ 	 0 to the isolated subsystem Gi given
by Eq. (4) is uniformly asymptotically stable for all i ¼ 1;…; q.

Next, we review the key definitions and results involving the
notion of partial stability [12,13]. Partial stability of a dynamical
system deals with the stability with respect to only a part of the
system state. Specifically, consider the nonlinear autonomous
dynamical system

_x1ðtÞ ¼ f1ðx1ðtÞ; x2ðtÞÞ; x1ð0Þ ¼ x10; t � 0 (7)

_x2ðtÞ ¼ f2ðx1ðtÞ; x2ðtÞÞ; x2ð0Þ ¼ x20 (8)

where x1 2 D; D 
 Rn1 such that 0 2
�
D; x2 2 Rn2 , f1 :

D�Rn2 ! Rn1 is such that for every x2 2 Rn2 ; f1ð0; x2Þ ¼ 0,
and f1ð�; x2Þ is locally Lipschitz in x1, f2 : D�Rn2 ! Rn2 is such
that for every x1 2 D; f2ðx1; �Þ is locally Lipschitz in x2. Note that
under the above assumptions, the solution ðx1ðtÞ; x2ðtÞÞ to (7), (8)
exists and is unique over the time interval I x0


 Rþ. Sufficient
conditions for existence and uniqueness of solutions over I x0

¼
Rþ are given in Ref. [16]. The following definition introduces
partial Lyapunov and asymptotic stability; that is, stability with
respect to x1, for the nonlinear dynamical system (7) and (8).

DEFINITION 2.1 [13].

(i) The nonlinear dynamical system (7), (8) is Lyapunov stable
with respect to x1 uniformly in x20 if for every e > 0 there
exists d ¼ dðeÞ > 0 such that jjx01jj < d implies that
jjx1ðtÞjj < e for all t � 0 and for all x20 2 Rn2 .

(ii) The nonlinear dynamical system (7), (8) is asymptotically
stable with respect to x1 uniformly in x20 if it is Lyapunov
stable with respect to x1 uniformly in x20 and there exists
d > 0 such that jjx01jj < d implies that limt!1 x1ðtÞ ¼ 0
uniformly in x10 and x20 for all x20 2 Rn2 .

Next, we present sufficient conditions for the partial stability of
Eqs. (7) and (8). For this result, we define _Vðx1; x2Þ¢ ¼
V0ðx1; x2Þf ðx1; x2Þ, where f ðx1; x2Þ¢ ¼ ½f T

1 ðx1; x2Þ f T
2 ðx1; x2Þ�T , for

a given continuously differentiable function V : D�Rn2 ! R.

THEOREM 2.2 [13]. Consider the nonlinear dynamical system
given by Eqs. (7) and (8). Then the following statements hold:

(1) If there exist a continuously differentiable function V :
D�Rn2 ! R and class K functions að�Þ;bð�Þ such that

aðjjx1jjÞ � Vðx1; x2Þ � bðjjx1jjÞ; ðx1; x2Þ 2 D �Rn2 (9)

_Vðx1; x2Þ � 0; ðx1; x2Þ 2 D �Rn2 (10)

then the nonlinear dynamical system given by (7), (8) is
Lyapunov stable with respect to x1 uniformly in x20.

(2) If there exist a continuously differentiable function V :
D�Rn2 ! R and class K functions að�Þ;bð�Þ; cð�Þ such
that (9) holds and

_Vðx1; x2Þ � �cðjjx1jjÞ; ðx1; x2Þ 2 D �Rn2 (11)

then the nonlinear dynamical system given by (7), (8) is
asymptotically stable with respect to x1 uniformly in x20.

3 Main Result

In this section, we present our main result involving sufficient
conditions for stability of interconnected systems that are not in
cascade form. For this, consider the interconnected dynamical sys-
tem consisting of two subsystems given by

_x1ðtÞ ¼ f1ðt; x1ðtÞ; x2ðtÞÞ; x1ðt0Þ ¼ x10; t � t0 (12)

_x2ðtÞ ¼ f2ðt; x1ðtÞ; x2ðtÞÞ; x2ðt0Þ ¼ x20 (13)

where t0 � 0; x1 2 D1; D1 
 Rn1 such that 0 2
�
D1; x2 2

D2; D2 
 Rn2 such that 0 2
�
D2, f1 : Rþ � D1 �D2 ! Rn1 is

such that f1ðt; 0; x2Þ ¼ 0 for every t � 0 and x2 2 D2; f2 :
Rþ � D1 �D2 ! Rn2 is such that f2ðt; 0; 0Þ ¼ 0 for every t � 0.
We assume that sufficient conditions for existence and uniqueness
of solutions to Eqs. (12) and (13) are satisfied [16]. Note that the
interconnected system (12), (13) can be written in the form of
Eqs. (7) and (8) by introducing a new state ~x2¢½xT

2 ; t�
T

and the
new time variable s ¼ t� t0. In this case, Eqs. (12) and (13) are
equivalent to

_x1ðsÞ ¼ f1ðx1ðsÞ; ~x2ðsÞÞ; x1ð0Þ ¼ x10; s � 0 (14)

_~x2ðsÞ ¼ ~f 2ðx1ðsÞ; ~x2ðsÞÞ; ~x2ð0Þ ¼ ½xT
20; t0�

T
(15)

where ~f 2ðx1; ~x2Þ¢½f T
2 ðx1; ~x2Þ 1�T and the differentiation is taken

with respect to s. For the main result of this section, we formulate
an assumption similar to the Assumption 2.2.

ASSUMPTION 3.1. There is a constant c> 0 such that

sup
t�0

sup
jjx1jj�c;jjx2jj�c

����j @f2 t; x1; x2ð Þ
@x1

����j <1 (16)

THEOREM 3.1. Suppose Assumption 3.1 holds. Then the system
(12), (13) is uniformly asymptotically stable if the system (14),
(15) is asymptotically stable with respect to x1 uniformly in ~x20

and the system

_x2ðtÞ ¼ f2ðt; 0; x2ðtÞÞ; x2ðt0Þ ¼ x20; t � t0; t0 � 0 (17)

is uniformly asymptotically stable.
Proof. For the proof of this result, we use notation x¢½xT

1 ; x
T
2 �

T

and x0¢½xT
10; x

T
20�

T
. To show that the system (12), (13) is uni-

formly Lyapunov stable, we need to show that for every e > 0,
there exists d > 0 such that jjx0jj < d implies that jjxðtÞjj < e for
all t � t0 and for all t0 � 0. This is equivalent to showing that for
every e > 0, there exists d > 0 such that jjx10jj < d and jjx20jj < d
imply jjx1ðtÞjj < e and jjx2ðtÞjj < e; t � t0, for all t0 � 0.

Note that since (17) is uniformly asymptotically stable, it fol-
lows from Theorem 4.16 in Ref. [16] that there exists a
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continuously differentiable function V2ðt; x2Þ; x2 2 Bc; t � t0, and
class K functions w1ð�Þ; w2ð�Þ, and w3ð�Þ such that

w1ðjjx2jjÞ � V2ðt; x2Þ � w2ðjjx2jjÞ; x2 2 Bc; t � t0 (18)

along the trajectories of Eq. (17)

_V2 17ð Þ t; x2ð Þ ¼
@

@t
V2 t; x2ð Þ þ V02 t; x2ð Þf2 t; 0; x2ð Þ

� �w3 jjx2jjð Þ; x2 2 Bc; t � t0 (19)

and there exists L> 0 such that

sup
t�0

sup
jjx2jj�c

jjV02ðt; x2Þjj ¼ L <1 (20)

Also, it follows from Assumption 3.1 that there exists R> 0 such
that

sup
t�0

sup
jjx1jj�c;jjx2 jj�c

����
���� @f2 t; x1; x2ð Þ

@x1

����
���� ¼ R <1 (21)

Next, choose arbitrary e > 0 and let e1 > 0 be such that
w2ðe1Þ < w1ðeÞ. Note that, in this case, e1 < e. Furthermore,
choose d1 < e1 such that

LRd1 < w3ðe1Þ (22)

It follows from asymptotic stability of Eqs. (14) and (15) with
respect to x1 uniformly in ~x20¢½xT

20; t0�
T

that there exists d > 0
such that if jjx10jj < d, then jjx1ðtÞjj < d1; t � t0, for all x20 2 Bc

and t0 � 0. Next, consider the time derivative of V2ð�; �Þ along the
trajectories of Eq. (13), that is

_V2 13ð Þ t; x2ð Þ ¼
@

@t
V2 t; x2ð Þ þ V02 t; x2ð Þf2 t; x1; x2ð Þ

¼ @

@t
V2 t; x2ð Þ þ V02 t; x2ð Þf2 t; 0; x2ð Þ

þV02 t; x2ð Þ f2 t; x1; x2ð Þ � f2 t; 0; x2ð Þ
� �

¼ _V2 17ð Þ t; x2ð Þ þ V02 t; x2ð Þ f2 t; x1; x2ð Þ � f2 t; 0; x2ð Þ
� �

t � t0; x1 2 Bc; x2 2 Bc

(23)

It follows from Eq. (19) and the mean value theorem [17] that

_V2ð13Þðt; x2Þ � �w3ðjjx2jjÞ þ LRjjx1jj
� �w3ðjjx2jjÞ þ LRd1; x2 2 Bc; t � t0

(24)

It can be seen from Eqs. (22) and (24) that

_V 2ð13Þðt; x2Þ < 0; e1 � jjx2jj � e; t � t0 (25)

Now, let jjx20jj < d and assume, ad absurdum, that there exists
t� > t0 such that jjx2ðt�Þjj ¼ e. In this case, there must exist t1 >
t0 such that t1 < t� and jjx2ðt1Þjj ¼ e1. Now, it follows from Eqs.
(18) and (25) that

w1ðeÞ ¼ w1ðjjx2ðt�ÞjjÞ � V2ðt�; x2ðt�ÞÞ < V2ðt1; x2ðt1ÞÞ
� w2ðjjx2ðt1ÞjjÞ ¼ w2ðe1Þ (26)

which implies that w1ðeÞ < w2ðe1Þ. This is a contradiction since e1

was chosen such that w2ðe1Þ < w1ðeÞ. Thus, for the system (12),
(13), jjx10jj < d and jjx20jj < d imply jjx1ðtÞjj < e; t � t0, and
jjx2ðtÞjj < e; t � t0, for all t0 � 0 which shows uniform Lyapunov
stability of Eqs. (12) and (13).

To show uniform convergence for the system (12), (13), we
need to show that there exists d > 0 such that jjx0jj < d implies
limt!1 xðtÞ ¼ 0 uniformly in x0 and t0 for all t0 � 0. This is

equivalent to showing that there exists d > 0 such that jjx10jj < d
and jjx20jj < d implies limt!1 x1ðtÞ ¼ 0 and limt!1 x2ðtÞ ¼ 0
uniformly in x10, x20, and t0 for all t0 > 0. Note that it follows
from asymptotic stability of Eqs. (14) and (15) with respect to x1

uniformly in ~x20 ¼ ½xT
20; t0�

T
that there exists d1 > 0 such that for

the system (12), (13), jjx10jj < d1 implies that limt!1 x1ðtÞ ¼ 0
uniformly in x10, x20, and t0 for all x20 2 Bc and t0 � 0. Also, note
that from the uniform asymptotic stability of the system (17), it
follows that there exists d2 > 0 such that, for the system (17),
jjx20jj < d2 implies limt!1 x2ðtÞ ¼ 0 uniformly in x20 and t0 for
all t0 � 0.

Let ~d ¼ minfd1; d2g and it follows from uniform Lyapunov
stability of Eqs. (12) and (13) shown above that for ~d there
exists d > 0 such that jjx10jj < d and jjx20jj < d imply
jjx1ðtÞjj < ~d; t � t0, and jjx2ðtÞjj < ~d; t � t0, for all t0 � 0. In this
case, it follows from Eq. (24) that, for all t � t0

_V 2ð13Þðt; x2ðtÞÞ � �w3ðjjx2ðtÞjjÞ þ LRjjx1ðtÞjj
� �w3ðw�1

2 ðV2ðt; x2ðtÞÞÞÞ þ LRjjx1ðtÞjj (27)

Using comparison principle [16], it can be shown that

V2ðt; x2ðtÞÞ � Vðt� t0Þ; t � t0 (28)

where Vð�Þ is the solution to the differential equation

_VðtÞ ¼ �w3ðw�1
2 ðVðtÞÞÞ þ LRjjx1ðtÞjj; Vð0Þ ¼ V2ðt0; x20Þ (29)

It was shown in Ref. [1] that limt!1 VðtÞ ¼ 0 uniformly in x10,
x20, and t0. Hence, it follows that

w1ðjjx2ðtÞjjÞ � V2ðt; x2ðtÞÞ � Vðt� t0Þ; t � t0 (30)

which implies that limt!1 x2ðtÞ ¼ 0 uniformly in x10, x20, and t0
for all t0 � 0. �

4 Application to Control

The result of Sec. 3 is developed for interconnected dynamical
systems. However, this result can also be used in control design
applications. To see this, consider a controlled nonlinear dynami-
cal system given by

_x1ðtÞ ¼ f1ðt; x1ðtÞ; x2ðtÞÞ; x1ðt0Þ ¼ x10; t � t0 (31)

_x2ðtÞ ¼ f2ðt; x1ðtÞ; x2ðtÞ; uðtÞÞ; x2ðt0Þ ¼ x20 (32)

where t0 � 0; x1 2 Rn1 ; x2 2 Rn2 , and uð�Þ 2 Rm are the control
inputs. Note that underactuated mechanical systems are usually
represented by Eqs. (31) and (32), where f2ð�; �; �; �Þ may also con-
tain unknown terms and disturbances. For the main result of this
section, we make the following assumption.

ASSUMPTION 4.1. Assume that there exists a mapping g :
R�Rn1 �Rn1 ! Rn2 such that x2 can be explicitly expressed
as a function of x1 and _x1 given by

x2 ¼ gðt; x1; _x1Þ (33)

Consider the control objective to design a control law uð�Þ that
ensures that the entire state of Eqs. (31) and (32) asymptotically
tracks the desired trajectory, that is, x1ðtÞ ! x1dðtÞ and x2ðtÞ !
x2dðtÞ as t!1, where x1dðtÞ; x2dðtÞ are given sufficiently smooth
functions. Furthermore, we assume that the desired trajectory
ðx1dðtÞ; x2dðtÞÞ; t � t0 is not arbitrary but obeys the same con-
straints as the actual system, that is

_x1dðtÞ ¼ f1ðt; x1dðtÞ; x2dðtÞÞ; t � t0 (34)

Note that it follows from Assumption 4.1 and (34) that

x2dðtÞ ¼ gðt; x1dðtÞ; _x1dðtÞÞ; t � t0 (35)
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Next, instead of defining the error states that are simply differ-
ences between the actual and the desired states, introduce [18]

lðtÞ¢ _x1dðtÞ þMðx1 � x1dðtÞÞ (36)

where M 2 Rn1�n1 is Hurwitz, and introduce the following error
states

e1¢ _x1 � lðtÞ; e2¢x1 � x1dðtÞ (37)

Note that if e1ðtÞ ! 0 and e2ðtÞ ! 0 as t!1, then x1ðtÞ !
x1dðtÞ as t!1 and it follows from Eqs. (36) and (37) that
_x1ðtÞ ! lðtÞ ! _x1dðtÞ as t!1. This along with Eqs. (33) and
(35) implies that x2ðtÞ ! x2dðtÞ as t!1. Thus, the fact that
e1ðtÞ ! 0 and e2ðtÞ ! 0 as t!1 accomplishes the control
objective.

Next, based on Eqs. (31), (32), and (37), we develop the error
dynamics given by

_e1ðtÞ ¼ Fðt; e1ðtÞ; e2ðtÞ; uðtÞÞ (38)

_e2ðtÞ ¼ Me2ðtÞ þ e1ðtÞ (39)

where

F t; e1; e2; u tð Þð Þ¢ @f1

@x1

t; x1; x2ð Þ �M

� �
e1 þMe2 þ _x1d tð Þ½ �

þM _x1d tð Þ � €x1d tð Þ

þ @f1

@t
t; x1; x2ð Þ

þ @f1
@x2

t; x1; x2ð Þf2 t; x1; x2; u tð Þð Þ

(40)

with x1, _x1, and x2 replaced by their functional dependencies on e1

and e2 given by

x1 ¼ e2 þ x1dðtÞ (41)

_x1 ¼ e1 þMe2 þ _x1dðtÞ (42)

x2 ¼ gðt; e2 þ x1dðtÞ; e1 þMe2 þ _x1dðtÞÞ (43)

Now, note that the dynamics of Eq. (39) are asymptotically stable
with e1 	 0 since M 2 Rn1�n1 is Hurwitz. Thus, using the result
of Theorem 3.1, the control objective reduces to designing uð�Þ
that ensures that (38), (39) is asymptotically stable with respect to
e1 uniformly in e20 and t0. In other words, the control design
reduces to stabilization of e1 only, rather than both e1 and e2.

Remark 4.1. Typically, in mechanical systems whose dynamics
have the structure of Eqs. (31) and (32), x1 represents the vector
of generalized positions and x2 represents the vector of general-
ized velocities. In particular, the motion of a six degree-of-
freedom body in the three-dimensional space is characterized by
twelve equations known as Euler equations. Specifically, the six
kinematic equations provide the relationship between the time
derivatives of the Earth-fixed position and orientation variables,
x1 2 R6, and the body-frame velocities and angular rates,
x2 2 R6, while the remaining six equations represent the depend-
ence of _x2 on external forces and moments. These equations have
the form

_x1ðtÞ ¼ Tðx1ðtÞÞx2ðtÞ (44)

_x2ðtÞ ¼ f2ðt; x1ðtÞ; x2ðtÞ; uðtÞÞ (45)

where Tð�Þ 2 R6�6 is invertible within the feasible range of
motion and uð�Þ is the vector of forces and moments. Hence, from
Eq. (44), the state variable x2 can be explicitly expressed as a
function of x1 and _x1 given by

x2 ¼ T�1ðx1Þ _x1 (46)

This ensures that Eq. (44) satisfies Assumption 4.1 and makes the
control design framework developed for Eqs. (31) and (32) appli-
cable to Eqs. (44) and (45).

5 Example

To demonstrate the efficacy of the control design framework
presented in Sec. 4, we design a tracking controller for a wheeled
mobile robot whose equations of motion are given by

_xðtÞ ¼ vxðtÞcos hðtÞ (47)

_yðtÞ ¼ vxðtÞsin hðtÞ (48)

_hðtÞ ¼ xðtÞ (49)

_vxðtÞ ¼ u1ðtÞ þ d1ðvxðtÞ;xðtÞÞ (50)

_xðtÞ ¼ u2ðtÞ þ d2ðvxðtÞ;xðtÞÞ (51)

where (x, y) represent the position of the mass center with respect
to the origin of a ground-fixed reference frame, h is the orientation
angle with respect to the ground-fixed x-axis, vx is the forward speed
of the robot’s mass center, u1 and u2 are generic control inputs that
contain known robot dynamics and the torques rotating the wheels,
and d1, d2 are unknown terms and disturbances. Note that once the
control algorithms u1, u2 are designed, the rotating torques can be
uniquely determined (see Ref. [18], for details). Next, we partition
the state of Eqs. (47)–(51) into x1¢½x; y�T and x2¢½h; vx;x�T . Note
that the mapping between x2 and x1 is given by

h ¼ arctan
_y

_x

� �
(52)

vx ¼ _x cos arctan
_y

_x

� �� �
þ _y sin arctan

_y

_x

� �� �
(53)

x ¼ €y _x � €x _y

_x2 þ _y2 (54)

The objective is to design u1 and u2 such that the entire state of
Eqs. (47)–(51) asymptotically tracks the desired trajectory, that is,
x1ðtÞ ! x1dðtÞ and x2ðtÞ ! x2dðtÞ as t!1, where x1dðtÞ; x2dðtÞ
are given smooth functions. Now, if we continue and define the
error states as in Eq. (37), then the error dynamics will only con-
tain u1. In order to avoid this and take advantage of two control
inputs, we consider a coordinate transformation [19] given by

z1 ¼ x1 þ L
cos h
sin h

� �
; L > 0 (55)

z2 ¼ x2 (56)

Note that if z1ðtÞ ! z1dðtÞ and z2ðtÞ ! z2dðtÞ as t!1, then
x1ðtÞ ! x1dðtÞ and x2ðtÞ ! x2dðtÞ as t!1. Next, define

lðtÞ ¼ _z1dðtÞ þMðz1 � z1dðtÞÞ (57)

and the error states

e1 ¼ _z1 � lðtÞ; e2¢z1 � z1dðtÞ (58)

Then the error dynamics for e2 are given by Eq. (39) while the
error dynamics for e1 are given by

_e1ðtÞ ¼ Fðt; e1; e2Þ þ Bðe1; e2Þ
u1

u2

� �
þ Bðe1; e2Þ~d (59)

where

Fðt; e1; e2Þ¢
�vxx sin h� Lx2 cos h

vxx cos h� Lx2 sin h

" #

�M
vx cos h� Lx sin h

vx sin hþ Lx cos h

" #

þM _z1dðtÞ � €z1dðtÞ (60)
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Bðe1; e2Þ¢
cos h �L sin h

sin h L cos h

" #

~d¢
d1

d2

" #
(61)

Thus, the control task reduces to partial stabilization of Eq. (59)
with respect to e1 only. If jj~dðe1; e2Þjj � cjje1jj for some c > 0,
then a simple feedback linearizing controller given by

u1

u2

� �
¼ B�1ðe1; e2Þð�Fðt; e1; e2Þ þ Ae1Þ (62)

where A 2 R2�2 is Hurwitz and kminðAT þ AÞ < �2c will uni-
formly asymptotically stabilize (59) with respect to e1.

6 Validation

We validated performance of the controller (62) with both sim-
ulations and experimental runs using wheeled mobile robot in our
laboratory setup. The robot mass and geometric properties can
be found in Ref. [18]. The results below are presented for a
“figure eight” trajectory given by xdðtÞ ¼ 0:6 sinð0:2tÞ; t � 0;
ydðtÞ ¼ 0:3 sinð0:4tÞ; t � 0, and with the controller parameters
given by L¼ 0.4, M ¼ �I2, and A ¼ �5I2. Figures 1–3 show the
difference between the actual and desired variables versus time
for simulation and experiment while Fig. 4 shows the desired and
actual trajectories. We also validated performance of the control-
ler (62) for a straight line trajectory but due to page limitation we
do not present these results here.

7 Conclusion

In this paper, we developed sufficient conditions for uniform
asymptotic stability of noncascade interconnected systems based
on the partial stability of the first subsystem with respect to its
own state and the uniform asymptotic stability of the isolated sec-
ond subsystem. Moreover, we applied this stability analysis
framework to the control design problem where the control objec-
tive reduces to stabilization of only a part of the system state while
guaranteeing stability of the entire state of the system. We validated
this control approach through simulations and experiments by
designing tracking controllers for a wheeled mobile robot.
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Fig. 1 Error in x and y variables versus time

Fig. 2 Error in vx and x variables versus time

Fig. 3 Error in h variable versus time

Fig. 4 Desired and actual trajectories
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