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Abstract
In this work, we solve the distributed formation control problem for heteroge-
neous spatial underactuated vehicle networks subject to switching topologies.
We consider the spatial rigid body model of underwater and aerial vehicles with
one translational actuator for propulsion and three rotational actuators, without
any simplification. A distributed finite-time sliding mode observer is designed
to estimate the ranges between vehicles based on the bearing angles, and thus,
the control design does not require relative position or distance measurements.
A coordinate transformation is proposed to define continuous reference velocity
trajectories under switching topologies. Then, based on the cascade structure, a
distributed formation protocol is presented which guarantees the global asymp-
totic convergence for the closed-loop system. The formation controller has a
simple structure, requires only neighbor-to-neighbor information exchange, and
all the measurements may be obtained using simple onboard sensors. Numerical
simulations for a group of heterogeneous spatial underactuated vehicles includ-
ing autonomous underwater vehicles and quadrotors are presented.
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1 INTRODUCTION

1.1 Motivation

The cooperative control problem of multiple autonomous vehicles has received great attention in the past two decades
because of its significant civilian, industrial, and military applications. The advantages of multi-vehicle systems over
single vehicles include higher efficiency, robustness, and flexibility.1 Numerous cooperative control strategies have
been proposed in the literature for autonomous vehicles modeled by single-integrator dynamics,2-4 double-integrator
dynamics,5,6 and (fully-actuated) Euler-Lagrangian (EL) systems.7,8 See Reference 9 for a detailed review of the early
literature.

However, most of the vehicles in practical applications are underactuated. That is, the vehicle has fewer inde-
pendent actuators than its degrees of freedom (DOF), for instance, wheeled mobile robots, marine surface vessels,
quadrotors, and so forth. The motion control of underactuated mechanical systems is far more complicated than the con-
trol of fully-actuated systems. A key characteristic of underactuated mechanical systems is that they are not feedback
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linearizable, that is, they cannot be transformed into integrator dynamics via preliminary feedback. As a consequence,
the approaches developed for integrator dynamics2-6 and for fully-actuated EL systems7,8 cannot be directly applied to
underactuated vehicle networks.

Furthermore, a multi-vehicle system usually contains different types of vehicles. For instance, a combination of
ground, marine, and aerial vehicles can be used for military operations to increase the striking force from multiple sources.
Thus, it is more practical if a group of vehicles can cooperate with each other regardless of the structures of their dynamic
models. To address this problem, several analysis and design approaches have been presented in recent years for hetero-
geneous multi-agent systems such as for heterogeneous linear systems10 and for heterogeneous nonlinear systems in the
normal form.11 In spite of this, there have not been many efforts to develop cooperative control approaches that can be
applied to heterogeneous underactuated multi-agent systems.

Moreover, an important theme in multi-agent control systems is decentralization, namely, distributed algorithms where
each agent senses the relative configuration variables of its neighbors with respect to its local coordinate system.12 In
other words, distributed control schemes do not require a global coordinator where measurements are performed by
onboard sensors and are significantly more scalable and robust compared to the centralized ones, which is extremely
useful in the Global Positioning System (GPS)-denied environments. For these controllers, cameras and inertial mea-
surement units (IMUs) are usually the preferred onboard sensors compared to LiDARs due to lower weight and cost.
These sensors can measure bearing angles, postures, velocities, and accelerations, while the range between vehicles can-
not be directly measured by these sensors. Hence, the range or relative position must be estimated. Another requirement
for distributed cooperative control of multi-agent systems is communication.3 Switching communication topologies and
communication delays are common in a communication network, and thus, they should be considered when designing a
controller.

1.2 Related works

As a prelude to cooperative control of heterogeneous underactuated vehicle networks, a general approach is needed to
control a class of underactuated vehicles. In Reference 13, a trajectory tracking control framework was proposed for
generic planar vehicles, which is applicable to wheeled mobile robots, surface vessels, and planar vertical take-off and
landing (PVTOL) aircraft. Using similar ideas, the trajectory tracking control problem was solved for generic spatial
vehicles with one degree of underactuation in Reference 14, and spatial vehicles with two degrees of underactuation in
Reference 15.

Formation control of planar underactuated vehicle networks has been addressed by several researchers. Jin16

presented a finite-time fault-tolerant formation control law for heterogeneous underactuated surface vessels with
line-of-sight range and angle constraints. Yoo and Park17 proposed a predefined performance control approach for dis-
tributed containment control of heterogeneous underactuated surface vessels. Li et al.18 solved the formation control
problem for a class of discrete-time heterogeneous nonlinear multi-agent systems and applied it to ground multi-vehicle
systems. In our previous work,19 a simultaneous formation stabilization and tracking control approach was proposed for
heterogeneous planar underactuated vehicle networks based on the persistence of excitation. Time-varying formation
control laws and distributed obstacle avoidance algorithms were presented in References 20,21 for heterogeneous planar
underactuated multi-vehicle systems.

There are plenty of works on cooperative control of homogeneous spatial underactuated vehicle networks in the
literature as well. For example, a coordination control law was proposed in Reference 22 for a group of quadrotors which
guarantees no collision between them. Later, a finite-time formation control law was proposed in Reference 23 for a
group of quadrotors based on a non-smooth backstepping design. In Reference 24, based on finite-time state observers,
a robust coordinated tracking controller was developed for multiple quadrotors with external disturbances. A robust
formation tracking control design was presented in the work of Liu et al.25 for multiple quadrotors subject to switch-
ing topologies. Recently, a robust consensus control algorithm was proposed in Reference 26 based on backstepping
techniques and applied to a group of quadrotors subject to connectivity and collision-avoidance constraints. In Refer-
ence 27, an adaptive formation control method was proposed for a class of networked quadrotor aircraft with partially
bounded and state-dependent perturbations based on adaptive technique and Lyapunov theory. In Reference 28, a neural
network-based formation controller was presented for underactuated autonomous underwater vehicles (AUVs) under
environmental disturbances in three-dimensional space. Using a simplified 5-DOF model, a filter-backstepping-based
neural adaptive formation controller was proposed for networked AUV systems in Reference 29.
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However, cooperative control of heterogeneous spatial underactuated vehicle networks has not been sufficiently
addressed in the literature. In the work of Zhang et al.,30 the formation–containment control problem was considered
for heterogeneous underactuated AUVs in three-dimensional space based on a simplified 5-DOF model. In the works
of Mu et al.,31,32 an integral sliding mode control law and a linear quadratic regulation (LQR) consensus protocol were
proposed for heterogeneous multi-vehicle systems consisting of quadrotors and wheeled mobile robots based on the lin-
earized models. Recently, in Reference 33, a coordinated trajectory tracking controller was developed based on cascaded
system theory and Lyapunov analysis for the marine aerial-surface heterogeneous system composed of a quadrotor and a
(fully-actuated) surface vehicle. Nevertheless, in the above-mentioned works,30-33 the vehicle models in the heterogeneous
networks are either simplified, linearized, or partially assumed to be fully actuated.

1.3 Main contributions

This work is the outgrowth of our previous works19-21 on cooperative control for heterogeneous planar underactuated
multi-vehicle systems. In this work, we focus on the distributed formation control problem for heterogeneous networks of
spatial underactuated vehicles with two degrees of underactuation. The main contributions of this work are summarized
as follows:

1. We solve the distributed formation control problem for a class of heterogeneous spatial underactuated vehicle networks
with a directed communication graph. We consider a generic spatial vehicle model with two degrees of underactu-
ation, which includes underwater and aerial vehicles with one translational actuator and three rotational actuators,
without any simplification. For each vehicle, the dynamics are decoupled into two parts: the attitude control sub-
system and the position control subsystem. Based on the cascaded structure, the formation controller considers the
nonlinearity and heterogeneity of the systems and guarantees the global asymptotic convergence for the closed-loop
system state.

2. The proposed formation control protocol works even when the vehicle network is subject to switching topologies. It is
shown that switching topologies do not matter if the communication graph contains a directed spanning tree. Further-
more, the proposed control law is robust to communication delays. To be precise, we present a generalized Slotine-Li
controller for distributed consensus of arbitrary order multi-agent systems, where a two-step control design procedure
is applied, similar to the original Slotine-Li controller34 (or sliding mode control design). First, a reference velocity
trajectory that contains the position error information is defined such that, if the velocity converges to the reference
velocity, the position error will also converge to zero. Next, a controller is designed to stabilize the (reduced-order)
velocity error system. However, the reference velocity trajectory in this work is defined by integration, which is dif-
ferent from the original Slotine-Li controller. As a result, the reference velocity trajectory is always continuous due to
the integral action even under switching topologies. Based on the generalized Slotine-Li transformation, the control
design is reduced to stabilize an integrator chain.

3. Instead of requiring the relative positions, the proposed control protocol requires the bearing angle information of the
neighbor vehicles. Using the distributed sliding mode observers, the ranges between the vehicle and its neighbors are
estimated in finite time based on the bearing, attitude, and local velocity measurements. It should be emphasized that
the bearing angles of the neighbors can be easily measured by onboard monocular cameras, which are much cheaper
and lighter than LiDARs. Furthermore, the proposed distributed control law requires only neighbor-to-neighbor infor-
mation exchange, and all the measurements are performed by onboard sensors. The controller also has a simple
structure, and thus, is practical and easy to implement.

Compared with existing results in the literature and in contrast to existing controllers in References 22-27, which
are applicable only to homogeneous quadcopter networks, the approach proposed in this article can be applied to hetero-
geneous spatial underactuated vehicle networks. In contrast to the existing methods in References 30-33, the approach
proposed in this article does not simplify the model and considers the full nonlinear vehicle dynamics. In contrast to
the existing methods in References 16-21, the proposed approach is robust to switching topologies and communication
delays. In contrast to the traditional bearing-based formation methods in References 35-37, where the target formation is
required to be rigid and the group leaders are required to move at a common constant velocity, the approach proposed in
this article only requires the existence of directed spanning tree topology.
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WANG et al. 1495

1.4 Outline

The rest of the paper is organized as follows. Preliminaries and problem formulation are given in Section 2. Section 3
presents the finite-time sliding mode observer design for range estimation. In Section 4, we present the generalized
Slotine-Li controller, formation control design, and stability analysis. Numerical simulations are presented in Section 5.
The concluding remarks are provided in Section 6.

2 PRELIMINARIES AND PROBLEM STATEMENT

2.1 Notations

Let Rn represent the n-dimensional real vector space; | ⋅ | the Euclidean norm of vectors in Rn; R≥0 the set of all
non-negative real numbers; Z≥0 the set of all non-negative integers; In ∈ Rn×n the identity matrix; Sn the n-sphere, that
is, Sn = {x ∈ Rn+1 ∶ |x| = 1}; SO(3) the special orthogonal group and 𝔰𝔬(3) the associated Lie algebra; s the differential
operator, i.e., s = d

dt
[⋅]. Given a = [a1, a2, a3]⊤ ∈ R3, we define the operator (⋅)× as

a× =
⎡
⎢
⎢
⎢
⎣

0 −a3 a2

a3 0 −a1

− a2 a1 0

⎤
⎥
⎥
⎥
⎦

∈ 𝔰𝔬(3). (1)

We use the abbreviation s(⋅) = sin(⋅), c(⋅) = cos(⋅), and t(⋅) = tan(⋅). For multi-agent systems considered in this paper, we
use the bold and non-italicized subscript i to denote the index of an agent.

2.2 Model of spatial underactuated vehicles

Consider a network of N heterogeneous spatial underactuated vehicles, where the agents are numbered i = 1, … ,N with
1 representing the group leader and 2,… ,N representing the followers. Each vehicle is modeled as a 6-DOF rigid body
moving in three-dimensional Euclidean space. Let {} denote an earth-fixed inertial frame, and {i} the body-fixed frame
attached to vehicle i, where the origin is located at the center of mass of the vehicle, as shown in Figure 1. The position
of vehicle i in the earth-fixed frame {} is represented by 𝜉i = [xi, yi, zi]⊤, and the attitude is represented by the Euler
angles 𝜂i = [𝜙i, 𝜃i, 𝜓i]⊤ of {i} relative to {}, where 𝜙i, 𝜃i, 𝜓i represent the roll, pitch, and yaw angles, respectively. Let
vi = [vxi, vyi, vzi]⊤ and𝜔i = [𝜔xi, 𝜔yi, 𝜔zi]⊤ denote the linear and angular velocity vectors of vehicle i, respectively, resolved

F I G U R E 1 Illustration of the leader-follower formation of heterogeneous spatial underactuated vehicle networks, where the network
consists of two quadrotors and an AUV.
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1496 WANG et al.

in its body-fixed frame. The kinematics of vehicle i is described by Reference 38

[
̇
𝜉i

𝜂̇i

]

=

[
R(𝜂i) 0

0 T(𝜂i)

][
vi

𝜔i

]

(2)

where R(⋅) ∈ SO(3) is the rotation matrix parameterized by Euler angles 𝜂 = [𝜙, 𝜃, 𝜓]⊤, that is,

R(𝜂) =
⎡
⎢
⎢
⎢
⎣

c
𝜃
c
𝜓

s
𝜙

s
𝜃
c
𝜓
− c

𝜙
s
𝜓

c
𝜙

s
𝜃
c
𝜓
+ s

𝜙
s
𝜓

c
𝜃
s
𝜓

s
𝜙

s
𝜃
s
𝜓
+ c

𝜙
c
𝜓

c
𝜙

s
𝜃
s
𝜓
− s

𝜙
c
𝜓

− s
𝜃

s
𝜙

c
𝜃

c
𝜙

c
𝜃

⎤
⎥
⎥
⎥
⎦

, (3)

and the matrix T(⋅) is given by

T(𝜂) =
⎡
⎢
⎢
⎢
⎣

1 s
𝜙

t
𝜃

c
𝜙

t
𝜃

0 c
𝜙

−s
𝜙

0 s
𝜙

c
𝜃

c
𝜙

c
𝜃

⎤
⎥
⎥
⎥
⎦

. (4)

Note that the matrix T(𝜂) becomes singular when 𝜃 = ±𝜋∕2, and thus, we restrict the use of Euler angles to |𝜙i| < 𝜋∕2
and |𝜃i| < 𝜋∕2 to avoid aggressive maneuvers and singularity.15

We consider the spatial vehicle model with two degrees of underactuation. More precisely, we assume that each vehicle
has only one control thrust (force) and three control torques. The dynamic Euler-Lagrangian model of vehicle i can be
written as

[
miI3 0

0 Ii

][
v̇i

𝜔̇i

]

+

[
𝜔i × (mivi)
𝜔i × (Ii𝜔i)

]

+

[
Dvi 0
0 D

𝜔i

][
vi

𝜔i

]

=

[
Fi + R(𝜂i)⊤Gi

𝜏i

]

, (5)

where mi is the total mass of the vehicle; Ii ∈ R3×3 is the diagonal inertia matrix; Dvi, D
𝜔i ∈ R3×3 are constant, pos-

itive semi-definite damping matrices; Fi is the control thrust force; Gi = [0, 0,Gzi]⊤ is the total force of gravity and
the buoyancy (if exists); 𝜏i = [𝜏𝜙i, 𝜏𝜃i, 𝜏𝜓i]⊤ is the control torque vector. Note that the vehicle system (2)–(5) is in the
Euler-Lagrangian form. The system is underactuated because it has six DOF, that is, three translational DOF and three
rotational DOF, however, it only has four independent control inputs, that is, one control thrust force, and three control
torques. Without any loss of generality, we assume that the control thrust is in the direction of one of the three body-fixed
axes, that is, Fi = [Fxi, 0, 0]⊤, Fi = [0,Fyi, 0]⊤, or Fi = [0, 0,Fzi]⊤. It should be noted that the full nonlinear vehicle model
(2)–(5) can represent a wide class of spatial underactuated vehicles including AUVs (Fi = [Fxi, 0, 0]⊤) and quadrotors
(Fi = [0, 0,Fzi]⊤).15

Taking time derivative of (2), substituting (5), and using the properties that R(𝜂i)⊤ = R(𝜂i)−1, ̇R(𝜂i) = R(𝜂i)(𝜔i)×, and
(𝜔i)×vi = 𝜔i × vi, we obtain the equations of motion in the earth-fixed frame:

̈
𝜉i = R(𝜂i)ui +

Gi

mi
− D

𝜉i(𝜂i) ̇𝜉i, (6)

𝜂̈i = 𝜏 i, (7)

where D
𝜉i(𝜂i) = (1∕mi)R(𝜂i)DviR(𝜂i)⊤; ui = Fi∕mi and 𝜏 i = [𝜏𝜙i, 𝜏𝜃i, 𝜏𝜓i]⊤ = ̇T(𝜂i)𝜔i − T(𝜂i)I−1

i [𝜔i × (Ii𝜔i) + D
𝜔i𝜔i − 𝜏i]

are the new control inputs. Note that ui = [uxi, 0, 0]⊤, [0,uyi, 0]⊤, or [0, 0,uzi]⊤ according to the specific configuration of
the thrust actuator, where u(⋅)i = F(⋅)i∕mi.

2.3 Notions from graph theory

The information exchange among the N vehicles is modeled as a time-varying directed graph (t) = ( , (t),(t)), where
each vehicle is considered as a node in the graph, that is, the vortex set  = {1,… ,N}; (t) ⊆  ×  is the edge set;
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WANG et al. 1497

and(t) ∈ RN×N is the weighted adjacency matrix.1 The set of neighboring nodes with edges connected to the node i is
denoted byi(t) = {j ∈  ∶ (i, j) ∈ t}, where (i, j) represents that node i obtains information from node j via communi-
cation. The weighted adjacency matrix(t) = [aij(t)] is defined as aij(t) > 0 if j ∈i(t) and aij(t) = 0 otherwise, for each
t ≥ 0. The physical meaning of the weighting coefficients aij(t) is in the different levels of importance of the agent neigh-
bors’ information states. We assume that the graph (t) has no self-loop or loop for each t ≥ 0, and that the group leader
does not receive any communication from other nodes. For more details on algebraic graph theory, see References 1,9.

The directed graph (t) considered in this paper is switching in formation control of the heterogeneous multi-vehicle
systems. We make the following assumption on the adjacency matrix(t).

Assumption 1. (i)(t) is is piecewise continuous for all t ≥ 0; (ii) each nonzero entry aij(t) is bounded, that
is, there exist positive constants a, ā such that a < aij(t) < ā; (iii) Let t0 = 0 and let t1, t2, … be the switching
times for (t). The directed switching graph (t) has a directed spanning tree across each interval [ti, ti+1),
∀i ∈ Z≥0, that is, there exists at least one directed path starting from the group leader to any other node in the
network.

2.4 Problem statement

The objective of formation control is to design a distributed controller for each follower agent such that it coordinates
its motion relative to its neighbors, and the network asymptotically converges to a predefined geometric pattern. The
desired geometric pattern of the vehicle network in terms of spatial positions is defined by a set of constant position offset
vectors {dij = [dx

ij, d
y
ij, d

z
ij]
⊤ ∈ R3 ∶ i, j ∈  , i ≠ j}. To be more specific, under Assumption 1, we will design a controller

for each follower (6) and (7) without global position measurements or relative range measurements such that: (i) the
state trajectories of the closed-loop system are bounded for all t ≥ 0; (ii) all the vehicles in the network can maintain a
prescribed formation in the sense that for all i ∈  ,

lim
t→+∞

∑

j∈i(t)

|𝜉i(t) − 𝜉j(t) − dij| = 0. (8)

In this paper, we choose constant offset vectors dij for simplicity of exposition, and the results can be extended to
address smooth time-varying formation geometry.

2.5 Technical lemmas

The following lemmas are needed for developing the main results of the paper.

Lemma 1 (Reference 1, Thm. 3.11). Consider the single-integrator dynamics ẋi = ui, where xi ∈ Rn,
i = 1, … ,N with the network communication graph satisfying Assumption 1. Then, under the control law

ui =
1

Ξi(t)
∑

j∈i(t)

aij(t)
[
ẋj − 𝛼(xi − xj)

]
, i = 1, … ,N, (9)

where Ξi(t) =
∑

j∈i(t)
aij(t), and 𝛼 > 0 is a constant, the consensus tracking problem is solved.

Lemma 2 (Swapping lemma39). For continuous differentiable signals x, y ∶ R≥0 → R, the following holds for
any 𝛼 > 0

𝛼

s + 𝛼
[xy] = y 𝛼

s + 𝛼
[x] − 1

s + 𝛼

[

ẏ 𝛼

s + 𝛼
[x]

]

. (10)

3 RANGE OBSERVER DESIGN

In this section, we present a distributed finite-time sliding mode observer for range estimation among spatial vehicles
based on the relative bearing, attitude, and local velocity measurements in the formation. Observer design for the range
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1498 WANG et al.

F I G U R E 2 Illustration of the bearing and the range of leader j with respect to follower i.

estimation problem between a spatial robot and a static feature point is presented in References 40,41. Compared to the
observers presented in Reference 41, the sliding mode observer proposed in this work can be applied to moving objects,
avoids open-loop integration, and guarantees finite-time estimation.

We consider a pair of agents (i,j), where agent j is the leader and agent i is the follower, as shown in Figure 2. In the
body-fixed frame {i}, the relative position vector of agent j is denoted by

𝜁ij = R(𝜂i)⊤(𝜉j − 𝜉i). (11)

We assume that the measurable signal is the bearing angle of vehicle j in the body-fixed frame {i}. In other words, we
measure the projection of 𝜁ij on the unit sphere centered at the origin of {i}, that is,

𝜎ij =
𝜁ij

|𝜁ij|
∈ S

2
. (12)

The bearing angle 𝜎ij is well defined for all |𝜁ij| ≠ 0. The problem is to estimate the range rij = |𝜁ij| based on the bearing
angle 𝜎ij, the attitude, and the velocity measurements.

To start with, we write the error dynamics in the body-fixed frame {i}. Note that

̇

⏞⏞⏞⏞⏞⏞

|𝜁ij|
2 = 2|𝜁ij|

̇

⏞⏞⏞⏞⏞⏞

|𝜁ij| =
̇

⏞⏞⏞⏞⏞⏞

𝜁

⊤

ij 𝜁ij = 2𝜁⊤ij ̇𝜁ij = 2rijṙij, (13)

and ṙij = 𝜎⊤ij ̇𝜁 ij. Taking time derivative of (11), and substituting (2), we obtain

ṙij = 𝜎⊤ij
[
R(𝜂i)⊤R(𝜂j)vj − vi

]
= 𝜎⊤ij wij, (14)

where wij = R(𝜂i)⊤R(𝜂j)vj − vi, and we used the fact that the matrix (𝜔i)× is skew-symmetric. Taking time derivative of
(12), we have

𝜎̇ij = −(𝜔i)×𝜎ij +
1
rij

(

I3 − 𝜎ij𝜎
⊤

ij

)

wij. (15)

Multiplying by rij and applying the stable filter 𝛼∕(s + 𝛼) with 𝛼 > 0 to both sides of (15) yields

𝛼

s + 𝛼
[rij𝜎̇ij] =

𝛼

s + 𝛼
[
−rij(𝜔i)×𝜎ij

]
+ 𝛼

s + 𝛼

[(

I3 − 𝜎ij𝜎
⊤

ij

)

wij

]

. (16)

Applying Lemma 2, the left-hand side of (16) becomes

𝛼G2[rij𝜎̇ij] = rijG1[𝜎ij] − G2

[

𝜎

⊤

ij wijG1[𝜎ij]
]

. (17)

where G1(s) = 𝛼s∕(s + 𝛼) and G2(s) = 1∕(s + 𝛼). Substituting (17) into (16) and applying Lemma 2 again, we obtain

rijΦij = G2

[

𝜎

⊤

ij wijΦij

]

+ 𝛼G2

[

(I3 − 𝜎ij𝜎
⊤

ij )wij

]

, (18)

where Φij = G1[𝜎ij] + 𝛼G2
[
(𝜔i)×𝜎ij

]
is a continuous measurable signal.
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WANG et al. 1499

Proposition 1. Consider the dynamics (14) and (15) with input wij. The sliding mode observer

̇r̂ij = 𝜎⊤ij wij − 𝛾sign
{

Φ⊤

ij

(

Φijr̂ij − G2

[

𝜎

⊤

ij wijΦij

]

− 𝛼G2

[

(I3 − 𝜎ij𝜎
⊤

ij )wij

])}

(19)

̂
𝜁 ij = 𝜎ijr̂ij (20)

with 𝛾 > 0 provides a globally finite-time convergent estimate to the relative position error 𝜁ij, that is, there exists
Tr > 0 such that ̂𝜁 ij(t) = 𝜁ij(t) for all t ≥ Tr, if the signalΦ⊤

ij is persistently exciting (PE), that is, there exist𝜇,T > 0
such that

∫

t+T

t
Φij(s)⊤Φij(s) ≥ 𝜇, ∀t ≥ 0. (21)

Proof. Define the estimation error r̃ij = r̂ij − rij. Substituting (18) into (19), the observation error dynamics
are given by

̇r̃ij = −𝛾sign
(

Φ⊤

ijΦij

)

sign
(

r̃ij
)
. (22)

Consider the Lyapunov candidate V(r̃ij) = |r̃ij|, where its derivative is calculated as

̇V =
⎧
⎪
⎨
⎪
⎩

− 𝛾sign
(

Φ⊤

ijΦij

)

, r̃ij ≠ 0

0 , r̃ij = 0.
(23)

It should be noted that the function V is continuous, and (23) implies that the time derivative of
V along trajectories is non-increasing. For each r̃ij(0) ≠ 0, we have, along trajectories, ̇V(r̃ij(t)) = −𝛾 , if
Φij(t)⊤Φij(t) > 0, and ̇V(r̃ij(t)) = 0, if Φij(t)⊤Φij(t) = 0. Due to the PE condition (21) and the continuity of
Φij(t), for each time interval [t, t + T], the measure of the set {s ∈ [t, t + T] ∶ Φij(s)⊤Φij(s) ≥ 𝜇∕T} must be
(strictly) larger than zero. Define l[a,b] as the measure of the set {s ∈ [a, b] ∶ Φij(s)⊤Φij(s) > 0}. We have, for
all t ≥ 0,

l[t,t+T] = meas{s ∈ [t, t + T] ∶ Φij(s)⊤Φij(s) > 0} > meas{s ∈ [t, t + T] ∶ Φij(s)⊤Φij(s) ≥ 𝜇∕T} > 0. (24)

Integrating both sides of (23) along trajectories yields V(r̃ij(t)) = V(r̃ij(0)) − 𝛾l[0,t]t. Therefore, for each
r̃ij(0) ≠ 0, there exists Tr = V(r̃ij(0))∕(𝛾l[0,t]) such that V(r̃ij(Tr)) = 0, which proves the global and finite-time
convergence. ▪

Remark 1. Although we require the excitation condition (21) to hold for all t ≥ 0, it follows from the proof of
Proposition 1 that, to guarantee the finite-time convergence, the excitation condition is only needed to hold
on the time interval [0,Tr]. The difference is that the PE condition (21) guarantees not only the finite-time
convergence but also the stability for the error system (22). In fact, the the function V(r̃ij) is a weak Lyapunov
function because ̇V ≤ 0, which shows that the system (22) is globally bounded and locally Lyapunov stable.
Together with the PE condition (21), which guarantees the global finite-time convergence, we conclude that
the system has global finite-time stability. In practical applications, to guarantee finite-time convergence, only
the finite-time excitation condition is required, which is called the interval excitation (IE) condition. Given
the initial estimation error r̃ij(0), the time Tr can be estimated a priori. Due to the finite-time convergence,
users can implement the excitation condition in advance, and then, apply the control laws after Tr to avoid
the transient.

Remark 2. In the design of the distributed range observer, only the kinematic equations of the vehicles are
utilized to obtain (14) and (15). No kinetic equation is used in the design, and thus, the distributed sliding
mode range observer is applicable to both fully-actuated and underactuated systems.
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1500 WANG et al.

4 FORMATION CONTROL DEVELOPMENT

4.1 Desired attitude trajectory generation

Unlike fully-actuated systems, underactuated mechanical systems cannot be commanded to track arbitrary trajectories.
To be more precise, for the 6-DOF spatial vehicle model (6) and (7) with two degrees of underactuation, the desired
trajectories can only be independently specified for four configuration variables.15 Considering the formation objective
(8), in addition to controlling the three position variables, one attitude variable also can be independently controlled. The
other two attitude variables must be determined from the constraints imposed due to underactuation.

The vehicle model (6) and (7) has three possible structural heterogeneities, which correspond to the three possi-
ble configurations of the thrust actuator, that is, ui = [uxi, 0, 0]⊤, [0,uyi, 0]⊤, or [0, 0,uzi]⊤. Introducing a virtual input
𝜈i = [𝜈xi, 𝜈yi, 𝜈zi]⊤ ∈ R3 in the position dynamics, we have

̈
𝜉i = 𝜈i + gi(𝜂i,ui, ̇𝜉i, 𝜈i), (25)

where gi(𝜂i,ui, ̇𝜉i, 𝜈i) = R(𝜂i)ui + Gi∕mi − D
𝜉i(𝜂i) ̇𝜉i − 𝜈i. The desired attitude trajectory 𝜂id(t) = [𝜙id(t), 𝜃id(t), 𝜓id(t)]⊤ and

the thrust ui(t) are selected such that gi(𝜂id(t),ui(t), ̇𝜉i, 𝜈i) = 0, for all t ≥ 0. Specifically, denoting 𝜇i = [𝜇xi, 𝜇yi, 𝜇zi]⊤ =
D
𝜉i(𝜂i) ̇𝜉i + 𝜈i − Gi∕mi, the desired trajectories 𝜂id(t) and the thrust ui(t) are selected such that R(𝜂id(t))ui(t) = 𝜇i(t). Note

that the signal 𝜇i(t) is available. For the three cases, we propose the attitude resolution as follows:

Case 1. (ui = [uxi, 0, 0]⊤; 𝜙i is independently controlled.) Given 𝜙id(t) = 𝜙i(t) and 𝜈i(t), the thrust and desired attitude
signals are selected as

uxi =
√

𝜇

2
xi + 𝜇

2
yi + 𝜇

2
zi, (26)

𝜃id = arcsin
(
−u−1

xi 𝜇zi
)
, (27)

𝜓id = arctan
(
𝜇

−1
xi 𝜇yi

)
. (28)

Case 2. (ui = [0,uyi, 0]⊤; 𝜃i is independently controlled.) Given 𝜃id(t) = 𝜃i(t) and 𝜈i(t), the thrust and desired attitude
signals are selected as

uyi =
√

𝜇

2
xi + 𝜇

2
yi + 𝜇

2
zi, (29)

𝜙id = arcsin
[

𝜇ziu−1
yi sec(𝜃id)

]

, (30)

𝜓id = arccos
[

uyi
(
𝜇xi sin(𝜙id) sin(𝜃id) + 𝜇yi cos(𝜙id)

)
(𝜇2

xi + 𝜇
2
yi)
−1
]

. (31)

Case 3. (ui = [0, 0,uzi]⊤; 𝜓i is independently controlled.) Given 𝜓id(t) = 𝜓i(t) and 𝜈i(t), the thrust and desired attitude
signals are selected as

uzi =
√

𝜇

2
xi + 𝜇

2
yi + 𝜇

2
zi, (32)

𝜙id = arcsin
[
u−1

zi
(
𝜇xi sin(𝜓id) − 𝜇yi cos(𝜓id)

)]
, (33)

𝜃id = arctan
[
𝜇

−1
zi

(
𝜇xi cos(𝜓id) + 𝜇yi sin(𝜓id)

)]
. (34)

Remark 3. Note that the position subsystem (25) and the attitude subsystem (7) form a cascaded structure.
That is, the (double-integrator) attitude subsystem (7) is decoupled from (25), and is controlled independently
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WANG et al. 1501

by 𝜏 i. Due to the simple double-integrator dynamics of (7), it is trivial to design control law 𝜏 i such that
|𝜂i(t) − 𝜂id(t)| → 0 as t → +∞. If the thrust ui and 𝜂id(t) are selected as above, the interconnection term
gi(𝜂i(t),ui, ̇𝜉i, 𝜈i) in (25) also tends to zero as |𝜂i(t) − 𝜂id(t)|→ 0. Then, the position subsystem (25) reduces to
the double-integrator dynamics ̈𝜉i = 𝜈i, and the position control input 𝜈i can be independently designed. The
attitude resolution Case 3 is frequently used in the quadrotor control design.23,24,38

4.2 Generalized Slotine-Li controller

As shown in Remark 3, the control objective is to design the virtual control law 𝜈i and input 𝜏 i for double-integrator
dynamics to achieve the formation. It should be pointed out that the extension of consensus tracking algorithms from
single-integrator dynamics to higher-order dynamics is nontrivial. Lemma 1 shows that switching topologies do not
matter for single-integrator systems when the graph contains a spanning tree. However, for higher-order systems, the
situation is radically different. For example, even under the time-invariant topology case, the controller parameters
need to be selected carefully to achieve the consensus for double-integrator dynamics.1 Under switching topology, the
analysis becomes more complicated. In this section, we present the generalized Slotine-Li control strategy for arbitrary
order integrator dynamics to solve the consensus tracking problem subject to switching topologies. The main idea of
the generalized Slotine-Li control strategy is to find a new set of coordinates such that the consensus tracking problem
for a higher-order system is converted into the consensus tracking problem for single-integrator dynamics in the new
coordinates.

In Reference 34, an adaptive scheme (a.k.a. Slotine-Li controller) was proposed for trajectory tracking control of
fully-actuated EL systems with unknown parameters. The main idea of the Slotine-Li controller is to introduce a virtual
"reference velocity", and then, PD feedback is employed to steer the velocity variable to the "reference velocity". For illus-
tration, consider the double-integrator dynamics ẍ = u. The objective is to design a feedback u such that x(t) tracks the
desired trajectory xd(t). To this end, define the reference velocity z = ẋd − (x − xd) and the "sliding variable" s = ẋ − z. It
is clear that if s(t) → 0 as t → ∞ (i.e., the velocity ẋ(t) converges to the reference velocity z(t)), then the position error
x(t) − xd(t) also converges to zero. That is, the tracking control problem for the second-order system is reduced to the sta-
bilization problem of a first-order system, that is, ṡ = u − ż. This objective can be achieved by simply choosing the control
u = ż − ks with k > 0.

The Slotine-Li controller also can be used to solve the consensus tracking problem for multi-agent systems. Consider
N double-integrator systems, that is, ẍi = ui with xi ∈ Rn, i = 1, … ,N. Define the reference velocity, the sliding variable,
and the control input as

⎧
⎪
⎪
⎨
⎪
⎪
⎩

zi = 1
∑

j∈i
aij

∑

j∈i

aij
[
ẋj − (xi − xj)

]
,

si = ẋi − zi,

ui = żi − kisi,

(35)

where aij and i are defined in Section 2.3; ki > 0 is a constant control gain. Noting that the control law ui = żi − kisi
guarantees that si(t) → 0 exponentially, and on the sliding manifold {si ≡ 0}, the closed-loop dynamics are given by

ẋi =
1

∑
j∈i

aij

∑

j∈i

aij
[
ẋj − (xi − xj)

]
. (36)

The first-order dynamics (36) are exactly the same as (9), and thus, it follows from Lemma 1 that the consensus tracking
problem is solved if the communication topology contains a directed spanning tree. In summary, the closed-loop system
on the sliding manifold {si ≡ 0} recovers the classical single-integrator consensus tracking algorithm.

The algorithm (35) works well when the communication topology is fixed. However, it has a fatal flaw when the
topology is dynamically changing. For instance, under switching topologies, aij(t) and the reference velocity zi(t) are no
longer continuous. Thus, the control law ui = żi − kisi cannot be implemented because it involves the time derivative of
a discontinuous term. To solve this problem, instead of defining the reference velocity zi(t) as in (35), we define zi(t) by
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1502 WANG et al.

integration. Consider the following algorithm

⎧
⎪
⎪
⎨
⎪
⎪
⎩

żi = 1
Ξi(t)

∑

j∈i(t)
aij(t)

[
ẍj − (𝛼 + 1)(ẋi − ẋj) − 𝛼(xi − xj)

]
,

si = ẋi − zi,

ui = żi − kisi,

(37)

where 𝛼 > 0 is a control gain, and Ξi(t) is defined in (9). It should be pointed out that the reference velocity zi(t) is differ-
entiable due to the integration action, and thus, the control law ui = żi − kisi is well defined. The control law ui = żi − kisi
ensures that si(t) → 0 (and ṡi(t) → 0) exponentially. Consider the closed-loop dynamics on the manifold {ṡi ≡ 0}, which
are given by

(ẍi + 𝛼ẋi) =
1

Ξi(t)
∑

j∈i(t)

aij(t)
{
(ẍj + 𝛼ẋj) −

[
(ẋi + 𝛼xi) − (ẋj + 𝛼xj)

]}
. (38)

Note that the system (38) has the same structure as (9). It follows from Lemma 1 that (ẋi + 𝛼xi) − (ẋj + 𝛼xj)→ 0 as t → +∞,
for all i,j ∈  . Therefore, we have

(ẋi − ẋj) = −𝛼(xi − xj) + 𝜖t, ∀i,j ∈  , (39)

where 𝜖t → 0. It follows from the converging-input converging-state property of stable linear systems that (xi − xj) → 0
as t →∞,42 and thus, the consensus tracking problem is solved. It should be noted that, if the communication topol-
ogy is fixed, that is, aij(t) ≡ aij for all i,j ∈  , then the control law (37) reduces to the Slotine-Li controller (35) when
𝛼 = 0.

This idea can be generalized to the m-th order integrator-chain model. The generalized Slotine-Li controller is given
by

⎧
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎩

z(m−1)
i = 1

Ξi(t)
∑

j∈i(t)
aij(t)

[

x(m)j − (1 + 𝛼m−1)
(

x(m−1)
i − x(m−1)

j

)

− (𝛼m−1 + 𝛼m−2)
(

x(m−2)
i − x(m−2)

j

)

− · · ·

· · · − (𝛼2 + 𝛼1)(ẋi − ẋj) − 𝛼1(xi − xj)
]
,

si = ẋi − zi,

ui = z(m−1)
i − k1isi − · · · − k(m−1)is(m−2)

i ,

(40)

where the parameters 𝛼1, … , 𝛼m−1 are chosen such that the matrix A(𝛼1, … , 𝛼m−1) is Hurwitz, k1i, … , k(m−1)i are chosen
such that the matrix A

(
k1i, … , k(m−1)i

)
is Hurwitz, and the matrix A(⋅) is defined as

A(k1, … , km−1) =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 1 0 · · · 0
0 0 1 · · · 0
⋮ ⋮ ⋮ ⋱ ⋮

0 0 0 · · · 1
− k1 −k2 −k3 · · · −km−1

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

∈ R
(m−1)×(m−1)

. (41)

Theorem 1. Consider the m-th order integrator-chain model x(m)i = ui, where xi ∈ Rn, i = 1, … ,N, and
m,n,N ∈ Z

>0. Then, under the generalized Slotine-Li controller (40), the consensus tracking problem is solved
provided that Assumption 1 holds.

Proof. Noting that the reference velocity zi(t) is differentiable up to (m − 1)-th order, we have

s(m−1)
i = x(m)i − z(m−1)

i . (42)
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WANG et al. 1503

Substituting x(m)i = ui into (42) yields s(m−1)
i = −k1isi − · · · − k(m−1)is(m−2)

i . The condition A
(

k1i, … , k(m−1)i
)

being Hurwitz implies that
(

si, ṡi, … , s(m−1)
i

)

(t) → 0 exponentially as t → +∞. On the other hand, substi-

tuting z(m−1)
i into (42), and denoting qi = x(m−1)

i + 𝛼(m−1)x(m−2)
i + · · · + 𝛼2ẋi + 𝛼1xi, we recover the first-order

consensus algorithm

q̇i =
1

Ξi(t)
∑

j∈i(t)

aij(t)
[
q̇j −

(
qi − qj

)]
+ s(m−1)

i (t), (43)

which can be viewed as an exponentially stable linear system (with respect to the equilibrium manifold
{(x1, … , xN) ∶ xi = xj,∀i,j ∈ })1,43 with an exponentially decaying input s(m−1)

i (t). It follows from Lemma 1
and the converging-input converging-state property for stable linear systems that the exponential consensus
is achieved for variable qi.42 That is, |qi(t) − qj(t)| → 0 exponentially as t → +∞, for all i,j ∈  . Finally, it fol-
lows from the condition A(𝛼1, … , 𝛼m−1) being Hurwitz that |xi(t) − xj(t)| → 0 exponentially as t → +∞, for
all i,j ∈  , where the consensus tracking problem is solved under switching topologies. ▪

Remark 4. Lemma 1 shows that switching topologies do not matter for single-integrator systems when the
graph contains a spanning tree. However, as shown in Reference 1, the consensus tracking problem for
double-integrator systems, let alone the m-th order integrator-chain, is far more complicated than single
integrator systems, especially considering directed switching topologies.5,43 The generalized Slotine-Li con-
troller proposed in this section solves the consensus tracking problem under switching topologies for arbitrary
order integrator-chain dynamics by reducing the closed-loop dynamics into the form of the first-order con-
sensus system (43), and thus, switching topologies do not matter when the graph contains a spanning
tree. It should be pointed out that z(m−1)

i in (40) is derived from the linear consensus algorithm (9). It also
can be generalized to other nonlinear forms by considering different first-order nonlinear consensus algo-
rithms such as finite-time consensus protocol,4 bounded control input consensus algorithm [Sec. 3.3.2],1
and so forth. The control law ui in (40) can also be generalized to other nonlinear forms. For example, the
first-order sliding mode control law ui = żi − kisign(si) guarantees si(t) → 0 in finite time and is robust to
bounded match disturbances; or adaptive neural network control law can be used to compensate unknown
dynamics.44,45

Remark 5. Another advantage of the first-order linear consensus algorithm (43) is, as shown in Reference 9
(Thm. 10.8), that under communication delays, for all i,j ∈  , |qi(t) − qj(t)| is uniformly ultimately bounded
(UUB) no matter how large the communication delay is if the graph contains a spanning tree. Thus, a direct
corollary from the proof of Theorem 1 is that, under communication delays, |qi(t) − qj(t)| is UUB, and thus,
|xi(t) − xj(t)| is also UUB. That is, for the m-th order integrator-chain network, the generalized Slotine-Li
algorithm (40) is robust to communication delays.

Remark 6. As shown in Theorem 1, the generalized Slotine-Li control strategy is applicable to m-th order
integrator-chain model. It is well-known that, under full-state measurements, all fully-actuated systems can
be feedback linearized into double-integrator dynamics, and then, the generalized Slotine-Li control strategy
can be applied directly. However, it is impossible to use preliminary feedback to convert an underactu-
ated system into the double-integrator dynamics. So the generalized Slotine-Li strategy may only be applied
to a part of the system dynamics. For some underactuated systems with nonholonomic constraints, such
as mobile robots and surface vessels, stabilization cannot be achieved by using continuous time-invariant
state feedback due to the violation of Brockett’s necessary condition. As a result, the generalized Slotine-Li
strategy, which is essentially continuous time-invariant state feedback, may not be applicable to such
systems.

4.3 Formation control design

We apply the proposed finite-time sliding mode observer, attitude resolution, and the generalized Slotine-Li design to the
formation control problem for heterogeneous spatial underactuated vehicle networks.
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1504 WANG et al.

Position control design. Consider the position dynamics (25) and the finite-time sliding mode observer (19) and
(20). We propose the following observer-based generalized Slotine-Li control law for 𝜈i

⎧
⎪
⎪
⎨
⎪
⎪
⎩

𝔷̇1i =
1

Ξi(t)
∑

j∈i(t)
aij(t)

[
̈
𝜉j − (𝛼1 + 1)( ̇𝜉i − ̇

𝜉j) + 𝛼1
(

R(𝜂i) ̂𝜁 ij + dij
)]
,

s1i = ̇
𝜉i − 𝔷1i,

𝜈i = 𝔷̇1i − k1is1i,

(44)

where 𝛼1, k1i > 0 are the control gains and ̂
𝜁 ij(t) is the output of the sliding mode observer (19) and (20).

Attitude control design. Consider the attitude subsystem (7). It is clear that the attitude dynamics are decoupled and
controlled by three independent control inputs, that is, 𝜏 i = [𝜏𝜙i, 𝜏𝜃i, 𝜏𝜓i]⊤. For the three cases discussed in Section 4.1,
we apply the generalized Slotine-Li control law to the independently controlled attitude variable. Specifically, for Case 1,
𝜙i is independently controlled, and we propose

⎧
⎪
⎪
⎨
⎪
⎪
⎩

𝔷̇2i =
1

Ξi(t)
∑

j∈i(t)
aij(t)

[
̈
𝜙j − (𝛼2 + 1)( ̇𝜙i − ̇

𝜙j) − 𝛼2
(
𝜙i − 𝜙j

)]
,

s2i = ̇
𝜉i − 𝔷2i,

𝜏
𝜙i = 𝔷̇2i − k2is2i,

(45)

where 𝛼2, k2i > 0 are the control gains. Then, the thrust ui(t) and the other two desired attitude signals (𝜃id(t), 𝜓id(t))
are given by (26)–(28). Given the desired trajectories (𝜃id(t), 𝜓id(t)), the trajectory tracking control design is trivial for
double-integrator (𝜃i, 𝜓i)-subsystems. Here, we choose the sliding mode control because of its simplicity and robustness

𝜏
𝜃i = −𝜆1

̇
̃
𝜃i − k3isign(s3i), s3i = ̇

̃
𝜃i + 𝜆1 ̃𝜃i, (46)

𝜏
𝜓i = −𝜆2 ̇𝜓̃ i − k4isign(s4i), s4i = ̇

𝜓̃ i + 𝜆2𝜓̃ i, (47)

where ̃
𝜃i = 𝜃i − 𝜃id; 𝜓̃ i = 𝜓i − 𝜓id; and 𝜆1 > 0, 𝜆2 > 0, k3i > sup{| ̈𝜃id(t)|}, and k4i > sup{|𝜓̈ id(t)|} are control gains. It

should be pointed out that other control strategies such as linear PD+ controller or higher-order sliding mode controller
also can be used to solve the trajectory tracking control problem. For Case 2 and Case 3, replace the independently
controlled attitude variable 𝜙 in (45) by 𝜃 and 𝜓 , respectively; generate thrust and desired attitude signals using (29)–(31)
and (32)–(34), respectively; and replace (𝜃, 𝜓) in (46) and (47) by (𝜙, 𝜓) and (𝜙, 𝜃), respectively.

Theorem 2. Consider the vehicle dynamics (25), (7). Suppose that Assumption 1 holds. Then, the controller
(44)–(47), together with the finite-time sliding mode observer (19) and (20), solves the formation tracking
problem.

Proof. The vehicle dynamics (25), (7) is in the (𝜉i, 𝜂i)-cascaded structure. For the 𝜂i-subsystem, substitut-
ing (46) and (47) into (7), yields ṡ3i = −k3isign(s3i) − ̈

𝜃id(t) and ṡ4i = −k4isign(s4i) − 𝜓̈ id(t). Then, conditions
k3i > sup{| ̈𝜃id(t)|} and k4i > sup{|𝜓̈ id(t)|} imply that s3i(t) → 0 and s4i(t) → 0 in finite time. On the sliding
manifolds {s3i = 0} and {s4i = 0}, we have ̇

̃
𝜃i = −𝜆1 ̃𝜃i, and ̇

𝜓̃ i = −𝜆2𝜓̃ i, which implies that 𝜃i(t) − 𝜃id(t) → 0
and 𝜓i(t) − 𝜓id(t) → 0 exponentially as t → +∞, and thus, we conclude that |𝜂i(t) − 𝜂id(t)|→ 0 exponen-
tially. In Case 2, we have 𝜙i(t) − 𝜙id(t) → 0 and 𝜓i(t) − 𝜓id(t) → 0 exponentially as t → +∞, and in Case
3, we have 𝜙i(t) − 𝜙id(t) → 0 and 𝜃i(t) − 𝜃id(t) → 0 exponentially as t → +∞. Therefore, the same conclu-
sion |𝜂i(t) − 𝜂id(t)| → 0 also can be obtained for both Case 2 and Case 3. Furthermore, the interconnection
term gi(𝜂i(t),ui(t), ̇𝜉i(t), 𝜈i(t)) → 0 as t → +∞ as mentioned in Remark 3. Moreover, it follows from Proposi-
tion 1 that the finite-time sliding mode observer (19) and (20) guarantees the global finite-time convergence
of ̂𝜁 ij(t) − 𝜁ij(t) → 0. Thus, after a finite time Tr, ̂𝜁 ij(t) ≡ 𝜁ij(t) ≡ R(𝜂i)⊤(𝜉j − 𝜉i). Replace ̂

𝜉ij(t) with 𝜉ij(t) in
(44), which recovers the generalized Slotine-Li controller structure (37). Also note that the controller (45)
is exactly the same as the generalized Slotine-Li controller (37). Therefore, it follows from Theorem 1 that
𝜙i(t) − 𝜙j(t) → 0 as t → +∞. Note that the dynamics ṡ1i = ̈

𝜉i − 𝔷̇1i = −k1is1i + gi(𝜂i(t),ui(t), ̇𝜉i(t), 𝜈i(t)) can be
viewed as a stable linear system with an input term gi, and the last term gi(𝜂i(t),ui(t), ̇𝜉i(t), 𝜈i(t)) → 0 as
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WANG et al. 1505

t → +∞. The converging-input converging-state property of linear systems implies that s1i(t) → 0.42 Finally,
it follows from Theorem 1 that the control objective (8) is achieved, which completes the proof. ▪

In contrast to existing robust control methods for underactuated systems in the literature, such as the neuroadaptive
controller in References 44,45, where the error converges to zero under bounded model uncertainties, we do not explicitly
consider model uncertainties. Although any first-order consensus algorithm can be used, in this paper, we choose the
first-order linear consensus algorithm (9) for simplicity, which guarantees asymptotic convergence of the formation error
under switching topologies, and guarantees bounded formation error under bounded uncertainties, disturbances, and
time delays. However, in order to achieve asymptotic convergence of the formation error under model uncertainties and
disturbances, as claimed in Remark 4, the method also can be generalized to first-order nonlinear consensus algorithms.

5 NUMERICAL SIMULATION

In this section, we apply the proposed range observer-based formation control strategy to a heterogeneous spatial underac-
tuated vehicle network including one AUV and four quadrotor unmanned aerial vehicles (UAVs). We provide numerical
simulation results to verify the performance of the proposed formation control law. All parameters are given in SI units.

The four quadrotors are numbered 1 to 4 and the AUV is agent 5. Note that the model of the AUV can be classified
into Case 1 and the model of quadrotors can be classified into Case 3.

We assume that the desired formation shape is an inverted quadrangular pyramid. Specifically, the desired formation
shape of the group of quadrotors is a horizontal square with the leader vehicle 1 located at its upper-left corner, as shown
in Figure 3. The length of the square sides is 5 m. The desired XY position of the AUV 5 is the center of the square in the
formation, and the desired vertical position is 15 m lower than the horizontal square. In the simulation, the group leader
is commanded to follow a circle of radius 1 m centered at (0, 0, 10) and a constant speed of 1 rad/s. The desired yaw angle
for the leader vehicle is 1 rad. The quadrotor parameters are selected as: mi = 1 kg, Ii = diag{0.0127, 0.0125, 0.0227} kg
⋅ m 2, Dvi = diag{0, 0, 0}, D

𝜔i = diag{0, 0, 0} for i = 1, … , 4. The AUV parameters are selected as: m5 = 11.85 kg, I5 =
diag{0.26, 2.51, 0.27} kg ⋅m 2, Dv5 = diag{0.85, 3.11, 0.24}, D

𝜔5 = diag{0.01, 1.61, 1.28}. The buoyancy force of the AUV is
114.2 N. The gravity acceleration g = 9.81 kg/s 2. All vehicles start from rest at the initial positions shown in Figure 4 and
the initial Euler angles are 0. The directed communication graph (t) switches every 5 seconds from (1) to (2) to (3) and
to (4), as shown in Figure 3. The components of the adjacency matrix are aij(t) = 1 if (j, i) ∈ (t) and aij(t) = 0 otherwise.

The observer parameters in the simulation are selected as 𝛼 = 5 and 𝛾 = 5. The control parameters for the four
quadrotors are selected as k1i = 3, k2i = 3, k3i = 20, k4i = 20 for i = 1, … , 4, 𝛼1 = 2, 𝛼2 = 3, 𝜆1 = 3, 𝜆2 = 3. The con-
trol parameters for the AUV are selected as: k15 = 2, k25 = 2, k35 = 25, k45 = 25, 𝛼1 = 1, 𝛼2 = 1, 𝜆1 = 5, 𝜆2 = 5. To avoid
excessive chattering, we used the hyperbolic tangent function tanh to approximate the discontinuous signum function.

Simulation results are illustrated in Figures 4,5,6, and 7. Figure 4 shows the paths of all five vehicles in
three-dimensional space and the XY plane (i.e., the top view) with the formation illustrated at t = 20 s. Figure 5
shows the time history of the configuration errors of the five vehicles in the formation, where 𝜉id = [xid, yid, zid]⊤ =
(1∕Ξi(t))

∑
j∈i(t)

aij(t)(𝜉j + dij). It can be seen from Figure 5 that the convergence is exponential and the formation is
achieved after about 6 s. Figure 6 shows the time history of the Euler angles of the five vehicles in the formation. The
yaw angles of all four quadrotors are in consensus and converge to the desired angle (1 rad). The roll angle of the AUV
converges to the desired trajectory assigned by the quadrotors, while its yaw angle linearly increases as time tends to

F I G U R E 3 Directed switching topologies in the numerical simulation.
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1506 WANG et al.

F I G U R E 4 The trajectories of the five vehicles in three-dimensional space (left) and the top view (right).

F I G U R E 5 Time history of the configuration errors of the five vehicles in the formation: Position errors (left), attitude errors (right).

infinity due to continuous rotation around its circular path. It is noted that all the roll and pitch angles are in the inter-
val (−𝜋∕2, 𝜋∕2). The estimation errors of the range observers for the four follower vehicles are shown in Figure 7. It can
be seen that the convergence is achieved in finite time, and the estimated ranges converge to the actual ranges in 4 s. It
can be clearly seen from the two subfigures in Figure 7 that the estimation error occurs at the switching moment. This is
reasonable because, at the switching moment, the leader of the follower vehicle changes from one to another. This esti-
mation error is due to that during the transient phase, the formation error is not zero. However, as the formation error
converges to zero, switching topologies will not influence the estimation, as shown in Figure 7. The numerical simula-
tion demonstrates the effectiveness and robustness of the proposed formation controller under switching communication
topologies. Figure 8 shows the control inputs of the five vehicles in formation. It can be seen from Figure 8A that the gen-
eralized Slotine-Li control laws Fzi and 𝜏

𝜓i of the four UAVs are very smooth under switching topologies. The other two
control inputs 𝜏

𝜙i and 𝜏
𝜃i have some shaking at the switching moments because only trivial sliding mode control laws are
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WANG et al. 1507

F I G U R E 6 Time history of the Euler angles of the five vehicles in the formation; UAVs (left), AUV (right).

F I G U R E 7 Time history of the estimation errors of the finite-time range observers; follower UAVs (left), AUV (right).

F I G U R E 8 Time history of the four control inputs of the five vehicles in formation; UAVs (left), AUV (right).
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1508 WANG et al.

applied. Figure 8B shows the inputs of the AUV, and the shaking of the generalized Slotine-Li control laws Fxi and 𝜏
𝜙i at

the switching moments is due to its leaders.

Remark 7. It can be seen from the proof of Proposition 1 that the parameter 𝛾 > 0 determines the conver-
gence time Tr of the observer. That is, the larger 𝛾 , the quicker convergence of the observer. In practice, the
two observer parameters 𝛼 and 𝛾 are suggested to be selected moderately in order to avoid aggressive tran-
sient. Furthermore, the control parameters k1i, k2i, 𝜆1, and 𝜆2 determine the speed that trajectories converge
to the sliding surface, and are also suggested to be selected moderately in order to avoid overshooting. The
parameters 𝛼1 and 𝛼2 are usually selected as small values to guarantee the transient performance. Finally, the
parameters k3i, k4i are gains of sliding mode control, which are suggested to be chosen larger to guarantee
robustness.

6 CONCLUSIONS

The formation control problem for a team of heterogeneous spatial underactuated vehicles subject to switching topolo-
gies and communication delays has been addressed without requiring any relative position measurements. The spatial
vehicle model is assumed to have two degrees of underactuation, which include underwater vehicles and quadrotors.
A distributed sliding mode observer is used to estimate ranges between vehicles in finite time based on bearing angles,
vehicle attitude, and local velocity measurements. Then, a distributed controller is presented to deal with switching
communication topologies. Global asymptotic convergence is proved for the closed-loop system based on the cascaded
structure of the vehicle systems. The simulation results show the effectiveness of the proposed formation control law.
Future work will focus on the formation control of heterogeneous networks containing both planar and spatial vehicles.
Furthermore, it will be interesting to apply the proposed control strategy to other distributed control and optimization
problems for higher-order multi-agent systems such as containment control, distributed optimization46 and distributed
filtering47 problems.
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