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Abstract
The cooperative control problem of multi-vehicle systems has attracted great attention within
the fields of control engineering due to increasing potential military, industrial, and civilian
applications. The advantages of multi-vehicle systems over single vehicles include higher
efficiency, robustness, and flexibility. This work is devoted to developing distributed control
approaches that are applicable to heterogeneous underactuated multi-vehicle systems.

Heterogeneous networks are multi-agent systems that contain different dynamical models.
A multi-vehicle system usually contains different types of vehicles that may possess different
parameters and dynamics. For instance, a combination of ground, marine, and aerial vehi-
cles can be used for military operations to increase the striking force from multiple sources.
Nevertheless, efforts to develop cooperative control approaches applicable to heterogeneous
multi-vehicle systems have been limited. Moreover, nonholonomicity and underactuation are
two main obstacles in the control design for multi-vehicle systems. The problem of coopera-
tive control of underactuated networks is far more complicated than control of fully-actuated
networks.

This study attempts to solve the cooperative control problem for heterogeneous underac-
tuated multi-vehicle systems in a distributed fashion. We investigate the following problems
for both planar and spatial underactuated multi-vehicle systems:

1) Robust formation control. By exploiting the structural properties of the planar vehicle
model, a robust formation control framework is proposed for planar underactuated vehicle
networks.

2) Formation stabilization and tracking control. A time-varying control strategy is presented
to solve the simultaneous formation stabilization and tracking control problem for planar
vehicles based on persistency of excitation.

3) Source seeking control. We propose a source seeking scheme for generic force-controlled
planar underactuated vehicles by surge force tuning. The controller requires only real-
time measurements of the source signal and ensures practical stability with respect to the
linear motion coordinates for the closed-loop system.

4) Formation control using bearing measurements. We investigate the formation control
problem for heterogeneous spatial underactuated vehicle networks without requiring any
relative position measurements and subject to switching topologies.
In addition to the above theoretical analysis and control designs, we also conduct exper-

iments on real multi-vehicle systems, including nonholonomic mobile robots, underactuated
surface vessels, and quadcopters, to validate our control algorithms.
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Chapter 1

Introduction

1.1 Background & Motivation

The research problems to be discussed in this dissertation fall into the broad scope of coop-
erative control and networked systems, which have attracted great attention in the control
community in the last two decades. In general, solving cooperative control problems for multi-
agent systems consists of designing control input for each agent in the network so that the
group of agents is able to accomplish a common task, for instance, synchronization, following
a group leader, and forming a geometric pattern, or flocking motion. The central themes in
the research of cooperative control for networked systems include understanding the role of
cooperation, the mechanism of information sharing among agents, the stability of a global
task arising from local interactions, and the robustness against measurement/communication
perturbations, etc. [1].

In this dissertation, we focus on the cooperative control problem of multi-vehicle systems.
The cooperative control problem of multi-vehicle systems has attracted great attention within
the fields of control engineering due to increasing potential military, industrial, and civilian
applications. Potential applications include reconnaissance, mine clearance, and search and
rescue missions, to name a few. Such tasks cannot be performed by a single vehicle due
to its limited capability and vulnerability to malfunctions. Operating multiple vehicles as
a team can enhance efficiency and flexibility, and increase robustness to individual agent
failures [2, 3].

Based on different mechanisms of information sharing, we distinguish the centralized
and distributed control approaches in multi-vehicle coordination. The centralized approaches
require centralized planning and coordination and attempt to control each vehicle in the net-
work directly. In this case, each vehicle is assumed to be able to sense its global position, and
the cooperative control problem is reduced to the stabilization of each system separately to
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its reference behavior. The centralized schemes may reduce the performance of multi-vehicle
systems and increase implementation costs. In contrast to centralized schemes, distributed
control approaches need only local neighbor-to-neighbor interactions, which are significantly
more scalable and robust in practice, and thus, distributed schemes have more autonomy and
can save implementation costs. One of the objectives of this work is to develop distributed
control approaches, where only local information is used to achieve global tasks. Some excel-
lent surveys for recent progress on distributed control of multi-agent systems can be found
in [3–6].

Heterogeneous networks are multi-agent systems that contain agents with different dynam-
ical models. In practice, a multi-vehicle system usually contains different types of vehicles
that may possess different parameters and dynamics due to the variety of sizes, capabilities,
and mediums of operation. For instance, a combination of ground, marine, and aerial vehi-
cles can be used for military operations to increase the striking force from multiple sources.
Thus, it is more practical if a group of vehicles can cooperate with each other regardless of
the parameters or even structures of their dynamic models. To address this problem, several
analysis and design approaches have been presented in recent years for heterogeneous multi-
agent systems such as for heterogeneous linear systems [7] and for heterogeneous nonlinear
systems in normal form [8]. Nevertheless, efforts to develop cooperative control approaches
applicable to heterogeneous multi-vehicle systems have been limited.

Moreover, nonholonomicity and underactuation are two main obstacles in the control de-
sign for multi-vehicle systems. Most real vehicles are underactuated, where by underactuated
it is commonly meant that the number of independent actuators of a vehicle is strictly lower
than the number of its degrees of freedom. The problem of cooperative control of underactu-
ated multi-vehicle systems is far more complicated than control of fully-actuated multi-vehicle
systems. In particular, since fully-actuated mechanical systems are feedback equivalent to the
double-integrator dynamics, the cooperative control of fully-actuated multi-vehicle systems
is equivalent to the cooperative control of double-integrator networks. However, the control
problem for underactuated systems is far more difficult. For example, planar underactuated
vehicles with zero gravitational and buoyant fields do not meet the Brockett’s necessary con-
dition, and thus, cannot be asymptotically stabilized by any continuous pure-state feedback.

This work is devoted to developing distributed control approaches that are applicable
to heterogeneous underactuated multi-vehicle systems. In particular, we model the vehicles
in the network as generic planar or spatial underactuated rigid bodies and allow them to
have nonidentical dynamics. We mainly consider the formation control problem because it is
the basis of other cooperative control algorithms such as estimation-based formation control,
flocking, containment control, cyclic pursuit, etc. We also consider in this work distributed
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obstacle avoidance and source seeking problems for underactuated vehicle systems.

1.2 Literature Review

1.2.1 On Underactuated Vehicle Systems

In mechanics, the degrees of freedom of a mechanical system is the number of independent pa-
rameters that define its configuration. A mechanical system is underactuated if it has fewer
number of independent actuators than its degrees of freedom. Planar and spatial vehicle
systems with first-order or second-order nonintegrable constraints are typical underactuated
systems, which include, but are not limited to, wheeled mobile robots, surface vessels, under-
water vehicles, helicopters, quadcopters, spacecraft, etc.

Nonholonomic Ground Vehicles. Studies of underactuated mechanical systems can be
traced back to three decades ago when control of nonholonomic systems was of great interest
to scientists, and they generates interesting control problems for which traditional control
theory was not applicable [9]. Mechanical systems with nonholonomic constraints do not
meet the Brockett’s necessary condition [10], and thus, cannot be asymptotically stabilized
by any continuous pure-state feedback. For nonholonomic systems, set-point stabilization
and trajectory tracking usually are studied as two separate problems. Early works mainly fo-
cus on the stabilization problem of nonholonomic systems using time-varying approaches [11],
discontinuous approaches [12], and hybrid approaches [13]. See the seminal survey paper [14]
for the early developments in stabilization and motion planning of nonholonomic systems.
Wheeled mobile robots are typical examples of mechanical systems with nonholonomic con-
straints. An excellent overview of the kinematic model of wheeled mobile robots can be found
in [15], which discusses its structural properties, such as controllability, feedback linearizabil-
ity, and feedback stabilizability, and proposes several controllers to solve the stabilization,
trajectory tracking, and path following problems. For the stabilization problem, as pointed
out in [14], the rates of convergence provided by smooth time-periodic feedback laws are
necessarily non-exponential, and the feedback laws which provide faster convergence rates
must necessarily be non-smooth. However, controlling kinematic nonholonomic systems with
discontinuous (velocity) controls may be difficult to implement. An alternative pursuit in
this direction is to consider the stabilization problem in polar coordinates. In [16], smooth
time-invariant feedback is proposed to regulate the kinematic mobile robot to a set point
with a fast convergence rate, even though the closed-loop system loses its stability at the
origin.

For the trajectory tracking problem of nonholonomic systems, another obstruction is
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that there exists no universal continuous controller (even time-varying) that can track an
arbitrary feasible trajectory [17]. In [18], the global trajectory tracking problem was solved
for the simplified mobile robot dynamic model using the backstepping technique under the
condition that either the reference linear velocity or the reference angular velocity does not
converge to zero. In [19], a simple linear global tracking controller was proposed for both the
kinematic model and the simplified dynamic model of a mobile robot based on a cascaded
system approach under the condition that the reference angular velocity is PE. This is the
first time that the PE condition has appeared explicitly in control of nonholonomic systems,
and nowadays PE conditions in control of nonholonomic systems are ubiquitous. Later, many
nonlinear tracking controllers were proposed for nonholonomic mobile robots in the literature,
for instance, using robust and adaptive technique [20], dynamic feedback linearization [21],
and finite-time design [22], etc. Recently, using an observer-based dynamic feedback lin-
earization method, the trajectory tracking control problem for nonholonomic mobile robots
was solved using only Cartesian position measurements in [23].

The problem of simultaneous stabilization and tracking refers to finding a single control
law that can solve both stabilization and tracking problems simultaneously without chang-
ing the controller structure [24]. This problem was first addressed for nonholonomic mobile
robots in [25] using a saturation feedback and backstepping technique. Then, an output
feedback controller [26] and an adaptive controller [27] were proposed using the same back-
stepping idea as in [25], where a sinusoidal signal is introduced in the angular velocity virtual
control to handle the set-point stabilization. In [28], a controller was proposed for simultane-
ous stabilization and tracking of a mobile robot by introducing a time-varying signal, where
the signal facilitates the conversion from a stabilization controller to a tracking controller
adaptively and smoothly. Using the same saturation feedback idea in [25], an input-restricted
robust controller was proposed in [29] to handle the parameter uncertainty and input con-
straints for mobile robots. In [30], a uniform δ-persistently exciting (uδ-PE) controller was
proposed for nonholonomic mobile robots and UGAS for the origin of the closed-loop system
was established for the first time in the literature.

Underactuated Marine Vehicles. Another type of underactuated vehicle is the planar
vehicle with second-order nonintegrable constraints, i.e., acceleration constraints. Surface
vessels are typical examples of this kind of underactuated vehicle. Similar to nonholonomic
systems, planar underactuated vehicles with zero gravitational and buoyant field also cannot
be asymptotically stabilized by continuous pure-state feedback [31], and there does not exist
universal continuous controller (even time-varying) that can track an arbitrary feasible trajec-
tory. Thus, in contrast with the case of fully-actuated systems, set-point stabilization cannot
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be considered as a special case of trajectory tracking for planar underactuated vehicles.
The local stabilization problem was solved for surface vessels using discontinuous feedback

(σ-process) in [32] and using time-varying feedback in [33]. A global practical stabilization
controller was proposed in [34] for surface vessels using a combined averaging and back-
stepping approach. The global asymptotic stabilization problem for surface vessels was first
solved in [35] using a smooth time-varying controller based on backstepping and Lyapunov
design. Later, smooth time-varying and global exponential stabilization controllers were pro-
posed for surface vessels in [36], and a time-invariant discontinuous and global asymptotic
stabilization controller was proposed in [37].

The semi-global exponential tracking controller was presented for surface vessels in [38]
using backstepping design. Based on Lyapunov’s direct method, the global asymptotic track-
ing problem for surface vessels was first solved in [39] under the condition that the reference
angular velocity is PE. In [40], the PE condition was relaxed and the reference trajectory is
allowed to be a straight line. A simple exponential tracking control law was proposed in [41]
based on the cascaded systems approach under the PE condition.

For the simultaneous stabilization and tracking control problem, unlike nonholonomic
mobile robots, a surface vessel with only two available controls is under a nonintegrable
second-order nonholonomic constraint and is not transformable into a chained system. Thus,
the controllers designed specifically for mobile robots [25–30] cannot be extended to under-
actuated surface vessels directly. The simultaneous stabilization and tracking problem for
underactuated surface vessels was first addressed in [42] using high-gain feedback, which
achieves tracking and stabilization in the sense of global uniform ultimate boundedness
(GUUB). Based on Lyapunov’s direct method and backstepping technique, a time-varying
controller was developed in [43] which guarantees the global asymptotic convergence of the
stabilization and tracking errors to the origin. Then, an output-feedback controller [44] was
designed using the same backstepping idea as in [43]. However, the designs in [43, 44] are
quite complicated, computationally demanding, and are heavily dependent on particular ship
dynamics with linear hydrodynamic damping, which makes those approaches less practical.
It is noted that while there are many approaches to design controllers for different kinds of
planar underactuated vehicles, they are heavily dependent on the particular structures of the
vehicles. In [45], a trajectory tracking control framework was proposed for the generic planar
underactuated vehicles that can be applied to various forms of planar vehicles.

Underactuated Spatial Vehicles. In contrast to the underactuated ground and marine
vehicles, Brockett’s necessary condition is not an obstacle for the stabilization problem of un-
deractuated spatial vehicles, and the stabilization problem can be seen as a special case of tra-
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jectory tracking control problem for underactuated spatial vehicles. Quadcopters are typical
examples of underactuated spatial vehicles. Linear controllers such as PID controller [46,47]
and LQR controller [46] are commonly used in quadcopter systems due to their simplicity.
Numerous nonlinear tracking controllers for quadcopters have been proposed in the literature
such as feedback linearization controller [48], sliding mode controller [48, 49], flatness-based
controller [50], etc. However, due to the configuration space of the quadcopter system being
SE(3), the above control designs [46–50] based on Euler angles exhibit singularities when
representing complex rotational maneuvers of a quadcopter. To avoid singularities, geomet-
ric tracking controllers were proposed in [51, 52] for quadcopters to achieve almost global
asymptotic tracking. Recently, using similar ideas from [45], the trajectory tracking control
problem was solved for generic spatial vehicles with one degree of underactuation in [53], and
spatial vehicles with two degrees of underactuation in [54].

1.2.2 On Formation Control of Multi-Vehicle Systems

Controlled collective behaviors of multi-vehicle systems are of particular interest in recent
years due to their potential applications ranging from industry to military [2, 3]. The dis-
tributed formation control problem, which can be considered as classical trajectory tracking
or stabilization control problem extended to the multi-agent systems, is one of the most
actively studied topics within the field of control engineering. The distributed formation
control consists of making all the agents form a predefined geometrical configuration through
local interactions with or without a group reference [3]. In other words, each follower uses
only local information/measurements to achieve a global formation task.

According to fundamental ideas in control schemes, formation control can be classified as
leader-follower strategy, virtual structure approach and behavior-based method [55]. Among
various control schemes, the leader-follower strategy is of particular significance in many
applications due to its simplicity and scalability [56]. Within this framework, many research
articles have addressed the formation control problem for planar underactuated vehicles [57–
59] and for spatial underactuated vehicles [60, 61]. In the survey paper [5], multi-agent
formation control strategies were reviewed and categorized into position-based, displacement-
based and distance-based approaches depending on the sensing capability and the interaction
topology. In the position-based approach, such as in [62–64], agents sense their positions with
respect to a global coordinate system, and interactions are not necessarily required because
the desired formation can be achieved by position control of individual agents. Distance-based
coordination approaches, such as [65], do not need the local coordinate systems to be aligned
with each other, but the interaction graph has to be rigid or persistent and must contain
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redundant connections. The displacement-based approach balances the sensing capability
and the interaction requirements, and thus, is particularly useful in applications where the
GPS signal is not available while onboard sensors can provide measurements necessary for
feedback. In the displacement-based approach, the desired formation is specified by the
inter-agent positions, which implies that agents need to know their orientation in the global
coordinate system.

Various consensus and formation control approaches were proposed in the literature for
vehicles modeled as single and double integrators [66–69], linear systems [70], fully-actuated
rigid body attitude dynamics [71,72], and fully-actuated Euler-Lagrangian systems [73]. For
underactuated multi-vehicle networks, several cooperative control methods have been devel-
oped in the literature according to different models of vehicles. Leader-follower formation
control of multiple nonholonomic mobile robots was considered in [56, 57, 64, 74–76]. We
refer the readers to the survey paper [77] for a comprehensive literature review of formation
control of ground vehicles. Leader–follower cooperative control of multiple underactuated sur-
face vessels was considered in [58, 62, 63], and cooperative control of underactuated aircraft
was considered in [78–80]. While this brief discussion is not intended to be a comprehensive
review, it is found that although most of the control strategies in the existing work can
successfully be applied to homogeneous underactuated multi-vehicle networks, these control
designs heavily depend on the specific structures of vehicle dynamics and hence can hardly
be applied to control heterogeneous networks of underactuated vehicles. In practice, how-
ever, it is useful if a group of vehicles can cooperate with each other regardless of the model
parameters or even structures of their dynamic models.

Only a few works discuss the formation control problem of heterogeneous underactuated
networks. In [81], the formation–containment control problem was considered for hetero-
geneous underactuated autonomous underwater vehicles (AUVs) in three-dimensional space
based on a simplified 5-DOF model. In [82, 83], an integral sliding mode control law and an
LQR consensus protocol were proposed for heterogeneous multi-vehicle systems consisting
of quadrotors and wheeled mobile robots based on the linearized models. Recently, in [84],
a coordinated trajectory tracking controller was developed based on cascaded system the-
ory and Lyapunov analysis for the marine aerial-surface heterogeneous system composed of
a quadrotor and a (fully-actuated) surface vehicle. Nevertheless, in the above-mentioned
works [81–84], the vehicle models in the heterogeneous networks are either simplified, lin-
earized, or partially assumed to be fully actuated.
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1.3 Overview of the Dissertation

We briefly summarize the main results of this document, chapter by chapter, and cite related
publications.

‚ Chapter 1: We provide an introduction to the topics studied in this dissertation, including
background, motivation, literature review, and summary of contributions.

‚ Chapter 2: We provide generic rigid-body models of both planar and spatial underactu-
ated vehicles including wheeled mobile robots, surface vessels, and quadcopters. Then,
graph theory is used to model the network structure of multi-vehicle systems. Since an un-
deractuated system cannot be commanded to track arbitrary trajectories, we also discuss
feasible trajectory generation using the constraints of vehicle dynamics.

‚ Chapter 3: We investigate distributed robust formation control problems for networks of
heterogeneous planar underactuated vehicles without global position measurements. We
exploit the cascaded structure of the kinematics and dynamics of generic vessel models to
develop structured reduced-order error dynamics for group cooperation. By incorporating
graph theory, sliding-mode control techniques, and the PE concept, a distributed robust
formation control framework is developed without requiring global position measurements,
where agents in the network may possess completely different dynamic models. These
results were originally presented in [(ii), (iii), (x)].

‚ Chapter 4: We solve the leader–follower simultaneous formation stabilization and tracking
control problem for heterogeneous planar underactuated vehicle networks without global
position measurements. Using partial stability theory, Matrosov’s theorem, and the PE
concept, a smooth formation control scheme is proposed to simultaneously address the
formation stabilization and formation tracking problems without switching. These results
were originally presented in [(i), (iv), (v), (xi)].

‚ Chapter 5: We extend source seeking algorithms, in the absence of position and velocity
measurements, and with the tuning of the surge input, from velocity-actuated (unicycle)
kinematic models to force-actuated generic Euler-Lagrange dynamic underactuated models.
In the design and analysis, we employ a symmetric product approximation, averaging,
passivity, and partial-state stability theory. The proposed control law requires only real-
time measurement of the source signal at the current position of the vehicle and ensures
SPUAS with respect to the linear motion coordinates for the closed-loop system. These
results were originally presented in [(xv), (xvi)].
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‚ Chapter 6: We solve the distributed formation control problem for heterogeneous spatial
underactuated vehicle networks subject to switching topologies. A distributed finite-time
sliding mode observer is designed to estimate the ranges between vehicles based on the
bearing angles, and thus, the control design does not require relative position measurements.
A transformation is proposed to define continuous reference velocity trajectories under
switching topologies. Then, a distributed formation protocol is presented which guarantees
the global asymptotic convergence for the closed-loop system. These results were originally
presented in [(xiv), (xvii)].

‚ Chapter 7: We provide concluding remarks and opportunities for future work.
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Chapter 2

Modeling of Underactuated Vehicle Networks

2.1 Generic Model of Underactuated Vehicles

2.1.1 Model of Planar Underactuated Vehicles

A generic planar underactuated vehicle can be modeled as a 3-DOF planar rigid body with
two independent control inputs. Let Fs denote the fixed inertial frame attached to the ground,
and Fb the body-fixed frame attached to the center of mass of the vehicle. The position of
the vehicle in Fs is described by (x, y), and the orientation of the vehicle is represented by
θ, as shown in Figure 2.1. The equations of motion of the planar underactuated vehicle are
given by Euler-Lagrangian (EL) form

q̇ = J(q)v, (2.1a)
Mv̇ + C(v)v +D(v)v = Gu, (2.1b)

where q = [x, y, θ]J P R3 is the configuration of the vehicle; v = [vx, vy, ω]
J P R3 is the

generalized velocity vector consisting of the linear velocity (vx, vy) in the body-fixed frame
and the angular velocity ω; u = [u1, u2]

J P R2 is the control input vector; J(q) is the kinematic
transformation matrix given by

J(q) =

cos(θ) ´ sin(θ) 0

sin(θ) cos(θ) 0

0 0 1

 ; (2.2)
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Figure 2.1: Top view of the planar underactuated vehicle.

M is the inertia matrix; C(v) is the Coriolis and centrifugal matrix; D(v) is the damping
matrix; and G is the input matrix. Without loss of generality, we assume that

G =

1 0

0 ay

0 aω

 , (2.3)

The constant coefficients ay and aω ‰ 0 determine the contribution of u2 to sway and yaw
motions, respectively. All matrices above are assumed to be in appropriate dimensions. Three
well-known properties associated with the EL system (2.1a)- (2.1b) are as follows.

Property 2.1 ( [85,86]). For a single rigid body, the inertia matrix M is constant, symmetric,
and positive definite, and the Coriolis and centrifugal matrix C(v) is skew-symmetric. The
components of vector C(v)v are homogeneous polynomials in tvx, vy, ωu of degree 2.

Property 2.2 ( [85]). The damping matrix D(v) is symmetric and positive semi-definite.

Property 2.3 ( [87]). For the system (2.1a)-(2.1b), the differential equation

Mṡ+ C(v)s+D(v)s = Gτ (2.4)

defines an the input–output mapping τ ÞÑ GJs, which is passive with the storage function
EK := 1

2
sJMs. Furthermore, if D(¨) is positive definite, then the mapping τ ÞÑ GJs is output

strictly passive.

The EL system (2.1a)-(2.1b) can model a wide class of planar underactuated vehicles in
practical applications such as nonholonomic mobile robots [19, 88], surface vessels [39, 45],
underwater vehicles [44], etc. In particular, the general planar vehicle model is represented
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by the kinematic and force-balance equations of motion as
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ẋ = vx cos θ ´ vy sin θ,
ẏ = vx sin θ + vy cos θ,
θ̇ = ω,

v̇x = fx(vx, vy, ω, θ, t) + δx(t) + τ1,

v̇y = fy(vx, vy, ω, θ, t) + δy(t) + ayτ2,

ω̇ = fω(vx, vy, ω, θ, t) + δω(t) + aωτ2,

(2.5)

where fx(¨), fy(¨), fω(¨) are known locally Lipschitz continuous functions, and δx(¨), δy(¨), δω(¨)
stand for the unknown but bounded model uncertainties and disturbances, i.e.,

|δx(t)| ď ∆x, |δy(t)| ď ∆y, |δω(t)| ď ∆ω, (2.6)

for all t ě 0, where ∆x,∆y,∆ω are known positive constants.
Specific vehicle models including mobile robots, surface vessels, and planar vertical takeoff

and landing (PVTOL) aircraft are presented in the form of (2.5) as follows.

Wheeled Mobile Robots. The force-balance equations for a mobile robot (Fig. 2.2 (a))
with nonholonomic constraint vy = dω are given by [57]

v̇x =
md

m̃
ω2 +

1

m̃r
(τL + τR) + δx(t),

ω̇ = ´
md

Ĩ
ωvx +

a

2Ĩr
(τR ´ τL) + δω(t).

where m, r and a are mass, wheel radius, and axle length, respectively. m̃ = m + 2J/r2,
Ĩ = I +md2 + a2J/r2, where I and J are robot and wheel moment of inertia, respectively.
τL and τR represent the differential torques applied to the left and right wheels, respectively.
Note that, the nonholonomic constraint is vy = dω, where the constant d ą 0 represents the
distance from the center of mass of the robot to its axle.

Surface Vessel with Diagonal Mass Matrix. The force-balance equations of an under-
actuated surface vessel (Fig. 2.2 (b)) model with nonlinear hydrodynamic damping are given
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(a) (b) (c)

Figure 2.2: Underactuated planar vehicle models: (a) nonholonomic mobile robot, (b) marine
surface vessel, (c) PVTOL aircraft.

by [45]

v̇x =
m22

m11

vyω ´
d11
m11

|vx|α11sign(vx) +
F

m11

+ δx(t),

v̇y = ´
m11

m22

vxω ´
d22
m22

|vy|
α22sign(vy) + δy(t),

ω̇ =
md

m33

vxvy ´
d33
m33

|ω|α33sign(ω) + T

m33

+ δω(t),

where the parameters mkk’s (k = 1, 2, 3) are positive constants representing the mass and
inertia parameters of the surface vessel including the added mass effects. The hydrody-
namic damping is represented by the power law parameters dkk and αkk, (k = 1, 2, 3). The
terms F and T are the control inputs, which represent the surge force and the yaw mo-
ment, respectively. This model is also applicable to linear hydrodynamic damping with
α11 = α22 = α22 = 1.

Surface Vessel with Coupled Mass Matrix. The force-balance equations of an under-
actuated surface vessel (Fig. 2.2 (b)) model with couple mass matrix are given by [45]m11 0 0

0 m22 m23

0 m23 m33


v̇xv̇y
ω̇

+

 ´m22vyω ´ m23ω
2

m11vxω

´mdvxvy +m23vxω

+

d11 0 0

0 d22 d23

0 d23 d33


vxvy
ω

 =

F0
T

 .
The parameters m23, d23 are non-negative and represent the off-diagonal terms of the mass
and damping matrices
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PVTOL Aircraft. The force-balance equations for PVTOL aircraft (Fig. 2.2 (c)) con-
trolled by the force F and moment T are given as [89]

ẍ =
F

m
cos θ + ϵT

m
sin θ,

ÿ =
F

m
sin θ ´

ϵT

m
cos θ ´ g,

θ̈ =
T

I
.

After including uncertainties, the equations in form (2.5) are given by

v̇x = ωvy ´ g sin θ + F

m
+ δx(t),

v̇y = ´ωvx ´ g cos θ ´
ϵT

m
+ δy(t),

ω̇ =
T

I
+ δω(t)�

wherem, I are the mass and the moment of inertia of the aircraft, respectively. The parameter
g is the gravity constant and the constant ϵ ą 0 represents the coupling between the yaw
moment and the lateral force on the aircraft.

2.1.2 Model of Spatial Underactuated Vehicles

A generic spatial vehicle is modeled as a 6-DOF rigid body moving in three-dimensional
Euclidean space. Let tIu denote an earth-fixed inertial frame, and tBu the body-fixed frame
attached to the vehicle, where the origin is located at the center of mass of the vehicle, as
shown in Figure 2.3. The position of the vehicle in the earth-fixed frame tIu is represented
by ξ = [x, y, z]J, and the attitude is represented by the Euler angles η = [ϕ, θ, ψ]J of tBu

relative to tIu, where ϕ, θ, ψ represent the roll, pitch, and yaw angles, respectively. Let
v = [vx, vy, vz]

J and ω = [ωx, ωy, ωz]
J denote the linear and angular velocity vectors of

the vehicle, respectively, resolved in its body-fixed frame. The kinematics of the vehicle is
described by [90] [

ξ̇

η̇

]
=

[
R(η) 0

0 T (η)

][
v

ω

]
(2.7)
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where R(¨) P SO(3) is the rotation matrix parameterized by Euler angles η = [ϕ, θ, ψ]J, i.e.,

R(η) =

cθcψ sϕsθcψ ´ cϕsψ cϕsθcψ + sϕsψ

cθsψ sϕsθsψ + cϕcψ cϕsθsψ ´ sϕcψ

´sθ sϕcθ cϕcθ

 , (2.8)

and the matrix T (¨) is given by

T (η) =

1 sϕtθ cϕtθ

0 cϕ ´sϕ

0
sϕ
cθ

cϕ
cθ

 . (2.9)

Note that the matrix T (η) becomes singular when θ = ˘π/2, and thus, we restrict the use of
Euler angles to |ϕ| ă π/2 and |θ| ă π/2 to avoid aggressive maneuvers and singularity [54].

We consider the spatial vehicle model with two degrees of underactuation. More precisely,
we assume that each vehicle has only one control thrust (force) and three control torques.
The dynamic EL model of the vehicle can be written as[

mI3 0

0 I

][
v̇

ω̇

]
+

[
ω ˆ (mv)

ω ˆ (Iω)

]
+

[
Dv 0

0 Dω

][
v

ω

]
=

[
F +R(η)JG

τ

]
, (2.10)

where m is the total mass of the vehicle; I P R3ˆ3 is the diagonal inertia matrix; Dv, Dω P

R3ˆ3 are constant, positive semi-definite damping matrices; F is the control thrust force;
G = [0, 0, Gz]

J is the total force of gravity and the buoyancy (if exists); τ = [τϕ, τθ, τψ]
J is the

control torque vector. Note that the vehicle system (2.7)-(2.10) is in the EL form. The system
is underactuated because it has six DOF, i.e., three translational DOF and three rotational
DOF, however, it only has four independent control inputs, i.e., one control thrust force, and
three control torques. Without any loss of generality, we assume that the control thrust is
in the direction of one of the three body-fixed axes, i.e., F = [Fx, 0, 0]

J, F = [0, Fy, 0]
J, or

F = [0, 0, Fz]
J. It should be noted that the full nonlinear vehicle model (2.7)-(2.10) can

represent a wide class of spatial underactuated vehicles including AUVs (F = [Fx, 0, 0]
J) and

quadrotors (F = [0, 0, Fz]
J) [54].

Taking time derivative of (2.7), substituting (2.10), and using the properties that R(η)J =

R(η)´1, Ṙ(η) = R(η)(ω)ˆ, and (ω)ˆv = ω ˆ v, we obtain the equations of motion in the
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Figure 2.3: Illustration of the leader-follower formation of heterogeneous spatial underactuated
vehicle networks, where the network consists of two quadrotors and an AUV.

earth-fixed frame:

ξ̈ = R(η)u+
G

m
´ Dξ(η)ξ̇, (2.11)

η̈ = τ̃ , (2.12)

where Dξ(η) = (1/m)R(η)DvR(η)
J; u = F/m and

τ̃ = [τ̃ϕ, τ̃θ, τ̃ψ]
J = Ṫ (η)ω ´ T (η)I´1 [ω ˆ (Iω) +Dωω ´ τ ] (2.13)

are the new control inputs. Note that u = [ux, 0, 0]
J, [0, uy, 0]

J, or [0, 0, uz]J according to the
specific configuration of the thrust actuator, where u(¨) = F(¨)/m.

2.2 Notations from Graph Theory

Consider a network of N + 1 heterogeneous underactuated vehicles, where the vehicles are
numbered i = 0, 1, . . . , N with 0 representing the group leader, which can be either a virtual
vehicle or an actual vehicle, and 1, . . . ,N the followers. For multi-agent systems considered
in this paper, we use the bold and non-italicized subscript i to denote the index of an agent.
The information exchange among the N vehicles is modeled as a time-varying directed graph
G(t) = (V , E(t),A(t)), where each vehicle is considered as a node in the graph, i.e., the vortex
set V = t1, . . . ,Nu; E(t) Ď V ˆ V is the edge set; and A(t) P R(N+1)ˆ(N+1) is the weighted
adjacency matrix [2]. The set of neighboring nodes with edges connected to the node i is
denoted by Ni(t) = tj P V : (i, j) P Etu, where (i, j) represents that node i obtains information
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Figure 2.4: Communication graph of N + 1 heterogeneous vehicle network.

from node j via communication. The weighted adjacency matrix A(t) = [aij(t)] is defined
as aij(t) ą 0 if j P Ni(t) and aij(t) = 0 otherwise, for each t ě 0. The physical meaning of
the weighting coefficients aij(t) is in the different levels of importance of the agent neighbors’
information states. We assume that the graph G(t) has no self-loop or loop for each t ě 0

and that the group leader does not receive any communication from other nodes. For more
details on algebraic graph theory, see [2,3]. The directed graph G(t) considered in this paper
can be switching in formation control of the heterogeneous multi-vehicle systems. We make
the following assumption on the adjacency matrix A(t).

Assumption 2.1. (i) A(t) is is piecewise continuous for all t ě 0; (ii) each nonzero entry
aij(t) is bounded, i.e., there exist positive constants a, ā such that a ă aij(t) ă ā; (iii) Let
t0 = 0 and let t1, t2, . . . be the switching times for A(t). The directed switching graph G(t)
has a directed spanning tree across each interval [ti, ti+1), @i P Zě0, i.e., there exists at least
one directed path starting from the group leader to any other node in the network.

2.3 Feasible Trajectory Generation

The formation control problem is to design a distributed control protocol such that the net-
work of heterogeneous vehicles moves together following the leader and asymptotically con-
verge to a predefined geometric pattern, which can be either time-invariant or time-varying.
Take planar underactuated vehicles for example. The desired geometric pattern of the vehi-
cle formation is defined by a set of time-varying offset vectors dij(t) P R3, i, j = 0, 1, . . . , N ,
@t ě 0. We denote the configuration variables of agent i as qi = [xi, yi, θi]

J.
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Planar formation control problem. Design distributed control laws for each follower
agent without global position measurements such that: i.) the solutions of the closed-loop
system are uniformly bounded; ii.) all the vehicles in the network can maintain a prescribed
formation in the sense that

lim
tÑ8

[
qi ´

ÿ

jPNi

aij [qj + dij(t)]

]
= 0, @ i P V . (2.14)

Unlike fully-actuated systems, underactuated systems cannot be commanded to track ar-
bitrary trajectories. Similarly, the desired configuration trajectory also cannot be assigned
arbitrarily in formation. In other words, the time-varying offset dij(t) = [dxij(t), d

y
ij(t), d

θ
ij(t)]

J

cannot be assigned to each vehicle arbitrarily. For a planar vehicle with one degree of under-
actuation, the time-varying offset vector can only be independently specified for two elements.
The first two elements dxij(t) and dyij(t) are specified for the formation, which assigns the de-
sired position trajectory of the follower agent i relative to that of its neighbor j P Ni. Then,
the orientation offset dθij(t) must be determined from the vehicle dynamics. Specifically, let
us denote the desired position trajectory assigned to agent i from all agents j P Ni by

x̄i(t) :=
ÿ

jPNi

aij
[
xj + dxij(t)

]
, ȳi(t) :=

ÿ

jPNi

aij
[
yj + dyij(t)

]
. (2.15)

Then, the feasible orientation trajectory θ̄i(t) needs to be determined based on the nonholo-
nomic constraint of agent i. It follows from (2.5) that the desired orientation trajectory θ̄i(t)

is a solution of the following second-order ordinary differential equation

˙̄vyi(t) = fyi
(
v̄xi(t), v̄yi(t), ω̄i(t), θ̄i(t), t

)
+
ayi

aωi

[
˙̄ωi(t) ´ fωi

(
v̄xi(t), v̄yi(t), ω̄i(t), θ̄i(t), t

)]
, (2.16)

subject to initial conditions θ̄i(0) = θ̄i,0 and ˙̄θi(0) =
˙̄θi,0, and v̄xi(t), v̄yi(t), and ω̄i(t) are given

by v̄xi(t)

v̄yi(t)

ω̄i(t)

 =

 cos θ̄i(t) sin θ̄i(t) 0

´ sin θ̄i(t) cos θ̄i(t) 0

0 0 1


 ˙̄xi(t)

˙̄yi(t)
˙̄θi(t)

 ,
It is noted that no global position measurement is required in (2.16). Next, the feasible
orientation trajectory θ̄i(t) can be calculated by numerically integrating equation (2.16) given
any smooth position offset [dxij(t), d

y
ij(t)]

J. Furthermore, the feasible orientation offset variable
dθij(t) is selected as dθij(t) = θ̄i(t) ´ θj(t).

Remark 2.1. The second-order ordinary differential equation (2.16) reduces into a first-
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order ordinary differential equation in the case of ayi = 0. We emphasize that only the local
motion information (velocity and acceleration) is used in feasible trajectory generation. The
formation is achieved if xi Ñ x̄i(t), yi Ñ ȳi(t), and θi Ñ θ̄i(t). In the control design, we will
use the differences (xi ´ x̄i(t)) and (yi ´ ȳi(t)) for feedback purpose, and only relative position
measurements (xi ´ xj) and (yi ´ yj) are required to construct these difference signals.

For spatial vehicles, the desired geometric pattern of the vehicle network in terms of
spatial positions is defined by a set of constant position offset vectors tdij = [dxij, d

y
ij, d

z
ij]

J P

R3 : i, j P V , i ‰ ju.

Spatial formation control problem. Under Assumption 2.1, design a controller for each
follower (2.11)-(2.12) without global position measurements such that: (i) the state trajecto-
ries of the closed-loop system are bounded for all t ě 0; (ii) all the vehicles in the network
can maintain a prescribed formation in the sense that for all i P V ,

lim
tÑ+8

ÿ

jPNi(t)

|ξi(t) ´ ξj(t) ´ dij| = 0. (2.17)

For the 6-DOF spatial vehicle model (2.11)-(2.12) with two degrees of underactuation,
the desired trajectories can only be independently specified for four configuration variables
[54]. Considering the formation objective (2.17), in addition to controlling the three position
variables, one attitude variable also can be independently controlled. The other two attitude
variables must be determined from the constraints imposed due to underactuation.

The vehicle model (2.11)-(2.12) has three possible structural heterogeneities, which corre-
spond to the three possible configurations of the thrust actuator, i.e., ui = [uxi, 0, 0]

J, [0, uyi, 0]
J,

or [0, 0, uzi]
J. Introducing a virtual input νi = [νxi, νyi, νzi]

J P R3 in the position dynamics,
we have

ξ̈i = νi + gi(ηi, ui, ξ̇i, νi), (2.18)

where gi(ηi, ui, ξ̇i, νi) = R(ηi)ui+Gi/mi´Dξi(ηi)ξ̇i´νi. The desired attitude trajectory ηid(t) =

[ϕid(t), θid(t), ψid(t)]
J and the thrust ui(t) are selected such that gi(ηid(t), ui(t), ξ̇i, νi) = 0, for

all t ě 0. Specifically, denoting µi = [µxi, µyi, µzi]
J = Dξi(ηi)ξ̇i + νi ´ Gi/mi, the desired

trajectories ηid(t) and the thrust ui(t) are selected such that R(ηid(t))ui(t) = µi(t). Note that
the signal µi(t) is available. For the three cases, we propose the attitude resolution as follows:

Case 1. (ui = [uxi, 0, 0]
J; ϕi is independently controlled.) Given ϕid(t) = ϕi(t) and νi(t), the
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thrust and desired attitude signals are selected as

uxi =
b

µ2
xi + µ2

yi + µ2
zi, (2.19)

θid = arcsin
(
´u´1

xi µzi
)
, (2.20)

ψid = arctan
(
µ´1
xi µyi

)
. (2.21)

Case 2. (ui = [0, uyi, 0]
J; θi is independently controlled.) Given θid(t) = θi(t) and νi(t), the

thrust and desired attitude signals are selected as

uyi =
b

µ2
xi + µ2

yi + µ2
zi, (2.22)

ϕid = arcsin
[
µziu

´1
yi sec(θid)

]
, (2.23)

ψid = arccos
[
uyi (µxi sin(ϕid) sin(θid) + µyi cos(ϕid)) (µ

2
xi + µ2

yi)
´1
]
. (2.24)

Case 3. (ui = [0, 0, uzi]
J; ψi is independently controlled.) Given ψid(t) = ψi(t) and νi(t), the

thrust and desired attitude signals are selected as

uzi =
b

µ2
xi + µ2

yi + µ2
zi, (2.25)

ϕid = arcsin
[
u´1
zi (µxi sin(ψid) ´ µyi cos(ψid))

]
, (2.26)

θid = arctan
[
µ´1
zi (µxi cos(ψid) + µyi sin(ψid))

]
. (2.27)

Remark 2.2. Note that the position subsystem (2.18) and the attitude subsystem (2.12)
form a cascaded structure. That is, the (double-integrator) attitude subsystem (2.12) is
decoupled from (2.18), and is controlled independently by τ̃i. Due to the simple double-
integrator dynamics of (2.12), it is trivial to design control law τ̃i such that |ηi(t)´ηid(t)| Ñ 0

as t Ñ +8. If the thrust ui and ηid(t) are selected as above, the interconnection term
gi(ηi(t), ui, ξ̇i, νi) in (2.18) also tends to zero as |ηi(t) ´ ηid(t)| Ñ 0. Then, the position
subsystem (2.18) reduces to the double-integrator dynamics ξ̈i = νi, and the position control
input νi can be independently designed. The attitude resolution Case 3 is frequently used
in the quadrotor control design [61, 90, 91].
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Chapter 3

Robust Formation Control for Planar
Underactuated Vehicle Networks

In this chapter, we propose a displacement-based framework for coordinated motion and apply
it to the formation control of networks of heterogeneous planar underactuated vehicles. All
vehicles in the network are modeled as generic three degree-of-freedom planar rigid bodies
with two control inputs, and are allowed to have nonidentical dynamics. Moreover, we
allow for the time-varying geometric pattern of the vehicles to capture the changes in vehicle
arrangements as well as obstacle and collision avoidance. By exploiting the cascaded structure
of the planar vehicle model, a transformation is introduced to define the reduced-order error
dynamics. Two formation control solutions are presented by the application of sliding mode
techniques without global position measurements. The proposed formation control laws
guarantee the UGAS for the closed-loop system subject to bounded disturbances.

3.1 Problem Formulation

Consider the generic planar vehicle model given by the kinematic and force-balance equations
of motion as

$

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

%

ẋi = vxi cos θi ´ vyi sin θi,

ẏi = vxi sin θi + vyi cos θi,

θ̇i = ωi,

v̇xi = fxi(vxi, vyi, ωi, θi, t) + δxi(t) + τ1i,

v̇yi = fyi(vxi, vyi, ωi, θi, t) + δyi(t) + ayiτ2i,

ω̇i = fωi(vxi, vyi, ωi, θi, t) + δωi(t) + aωiτ2i,

(3.1)
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where [vxi, vyi]
J represents the body-fixed velocity, ωi is the angular velocity, τ1i and τ2i are

the control inputs. The constant coefficients ayi and aωi ‰ 0 determine the contribution of
τ2i to sway and yaw motions, respectively. In addition, fxi(¨), fyi(¨), fωi(¨) are known locally
Lipschitz continuous functions, and δxi(¨), δyi(¨), δωi(¨) stand for the unknown but bounded
model uncertainties and disturbances, i.e.,

|δxi(t)| ď ∆xi, |δyi(t)| ď ∆yi, |δωi(t)| ď ∆ωi, (3.2)

for all t ě 0, where ∆xi,∆yi,∆ωi are known positive constants.
From rigid body dynamics, the term fyi(¨) in the sway force-balance equation in (2.5)

consists of quadratic Coriolis and centrifugal force terms f C
yi(¨) and damping terms f D

yi(¨), i.e.
fyi = f C

yi + f D
yi. The Coriolis force has the form ´miω⃗i ˆ v⃗i, and the centrifugal force has the

form ´miω⃗i ˆ (ω⃗i ˆ r⃗i), where mi is the mass of the rigid body, ω⃗i is the angular velocity
vector, r⃗i and v⃗i are the position and velocity vectors relative to the rotating reference frame,
respectively. Thus, the components of Coriolis and centrifugal forces in the sway direction
are only functions of vxi and ωi, that is, f C

yi = f C
yi(vxi, ωi), and the directions of the forces

are opposed to the ybi direction. Furthermore, the component of the damping force in the
direction ybi is only related to vyi, that is f D

yi = f D
yi(vyi), and its direction is opposite to the

direction of vyi. Based on the above discussion, we make the following assumption on the
underactuated force-balance equation of the vehicle dynamics considered in this chapter.

Assumption 3.1. There exists a constant ηi ą 0 related to the inertia parameters such that

Bfyi(vxi, vyi, ωi, θi, t)

Bvxi
= ´ηiωi, (3.3)

and the direction of hydrodynamic damping force is opposite to the direction of vyi, that is,

Bfyi(vxi, vyi, ωi, θi, t)

Bvyi
ď 0. (3.4)

Consider a network of N + 1 heterogeneous planar underactuated vehicles, where the
vehicles are numbered i = 0, 1, . . . , N with 0 representing the group leader, and 1, . . . ,N the
followers. The network topology is associated with a directed graph G = (V , E) having N +1

nodes with node dynamics (2.5), where V = t0, 1, . . . , Nu and E Ď VˆV are the set of vertices
and edges, respectively. The set of neighboring nodes that communicate their information to
node i is denoted by Ni = tj | (j, i) P Eu. Let wij be a real number associated with the edge
(j, i) for any i, j P V , representing the weighting coefficients of the communication between the
vehicles. We assume that wij ą 0 if (j, i) P E and wij = 0, otherwise such that

ř

jPNi
wij = 1.
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Assumption 3.2. There exists at least one directed path starting from the group leader to
any other agent in the network captured by the communication graph G, which implies that
the graph G contains a directed spanning tree. The group leader does not receive information
from any other agent. Moreover, we assume that no self-loop or loop is allowed in the graph.

The formation control problem is to design a distributed control protocol such that the
network of heterogeneous planar vehicles moves together following the leader and asymp-
totically converge to a predefined geometric pattern, which can be either time-invariant or
time-varying. The desired geometric pattern of the vehicle formation is defined by a set of
time-varying offset vectors dij(t) P R3, i, j = 0, 1, . . . , N , @t ě 0. We denote the configuration
variables of agent i as qi = [xi, yi, θi]

J.
Formation control problem: Design distributed control laws for each follower agent without

global position measurements such that: i.) the solutions of the closed-loop system are
uniformly bounded; ii.) all the vehicles in the network can maintain a prescribed formation
in the sense that

lim
tÑ8

[
qi ´

ÿ

jPNi

wij [qj + dij(t)]

]
= 0, @ i P V . (3.5)

Denote the desired position trajectory assigned to agent i from all agents j P Ni by

x̄i(t) :=
ÿ

jPNi

wij
[
xj + dxij(t)

]
, ȳi(t) :=

ÿ

jPNi

wij
[
yj + dyij(t)

]
. (3.6)

Then, the feasible orientation trajectory θ̄i(t) is obtained from the feasible reference trajectory
generation procedure given in Section 2.3. The feasible velocities v̄xi(t), v̄yi(t), and ω̄i(t) are
given by v̄xi(t)

v̄yi(t)

ω̄i(t)

 =

 cos θ̄i(t) sin θ̄i(t) 0

´ sin θ̄i(t) cos θ̄i(t) 0

0 0 1


 ˙̄xi(t)

˙̄yi(t)
˙̄θi(t)

 .
3.2 Reduced-Order Error Dynamics

In this section, we introduce a transformation that results in structured reduced-order error
dynamics. Define the formation errors zi = [z1i, z2i, z3i]

J for agents i = 1, . . . , N as

zi = J(θi)
J [(q̇i ´ ˙̄qi) ´ Λ (qi ´ q̄i)] , (3.7)
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where q̄i := [x̄i, ȳi, θ̄i]
J, the matrix

J(θi) :=

cos θi ´ sin θi 0

sin θi cos θi 0

0 0 1

 , (3.8)

and Λ := diagtλ1, λ2, λ3u with λ1, λ2, λ3 ă 0. The idea is that when the error vector zi(t)

asymptotically converges to 0, all configuration errors asymptotically converge to 0 as t Ñ 8,
as stated in the following lemma.

Lemma 3.1. Consider the error zi defined in (3.7), where Λ := diagtλ1, λ2, λ3u with λ1, λ2,
λ3 ă 0. If the error |zi(t)| Ñ 0 as t Ñ 8, then the formation error |qi(t) ´ q̄i(t)| Ñ 0 as
t Ñ 8.

Proof. Since J(θi)
J is an orthogonal matrix, |zi(t)| Ñ 0 implies |(q̇i ´ ˙̄qi) ´ Λ (qi ´ q̄i)| Ñ 0,

which also can be written as a perturbed linear system:

˙̃qi = Λq̃i + ζi(t), lim
tÑ8

|ζi(t)| = 0, (3.9)

where q̃i := qi ´ q̄i(t), and ζi(t) = J(θi)zi(t). The nominal part ˙̃qi = Λq̃i of the perturbed linear
system is exponentially stable, and the perturbation term ζi(t) converges to zero as t Ñ 8.
Then, by the converging-input-converging-state (CICS) property of stable linear systems [92],
we conclude that |q̃i(t)| Ñ 0, and | ˙̃qi(t)| Ñ 0 as t Ñ 8.

Thus, the control objective is then to design a controller which asymptotically stabilizes
the formation errors zi(t) for all agents i = 1, . . . , N . The reduced-order error dynamics for
agent i are calculated by taking derivative of (3.7) along the trajectory of (3.1) as:

żi = J̇(θi)
J
(
˙̃qi ´ Λq̃i

)
+ J(θi)

J
(
¨̃qi ´ Λ ˙̃qi

)
. (3.10)

Substituting equation (3.1) for agents i and j into the error dynamics (3.10), and using the
following feedback transformation

τ1i = ´ fxi + ωivyi + cos(θi ´ θ̄i) ( ˙̄vxi ´ ω̄iv̄yi) + sin(θi ´ θ̄i) ( ˙̄vyi + ω̄iv̄xi) + λ1vxi

´ λ1
[
v̄xi cos(θi ´ θ̄i) + v̄yi sin(θi ´ θ̄i)

]
+ u1i, (3.11)

τ2i =
1

aωi
[´fωi + ˙̄ωi + λ3 (ωi ´ ω̄i) + u2i] , (3.12)
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the reduced-order error dynamics (3.10) can be written asż1i

ż2i

ż3i

 =

 ωiz2i

´ωiz1i

0

+

u1i

Ψi

u2i

+

δxi(t)

δyi(t)

δωi(t)

 , (3.13)

where

Ψi = v̇yi + ωivxi + sin(θi ´ θ̄i) ( ˙̄vxi ´ ω̄iv̄yi) ´ cos(θi ´ θ̄i) ( ˙̄vyi + ω̄iv̄xi) ´ λ2vyi

+ λ2
[
´v̄xi sin(θi ´ θ̄i) + v̄yi cos(θi ´ θ̄i)

]
. (3.14)

The error dynamics (3.13) has only three states for each agent that must be stabilized to
achieve the desired formation. Next, we will design the new control inputs [u1i, u2i]

J to
stabilize the reduced-order error dynamics (3.13) for all agents i = 1, . . . , N . The control law
will be distributed and will not use global position measurements since (3.13) only depends on
the relative pose of agent i with respect to its neighbor j and their velocities and accelerations
in their own body-fixed frames measured by onboard sensors such as Lidar, camera, inertial
measurement unit (IMU), speedometer, etc.

It is noted that the reduced-order error system (3.13) has two structural properties: i.)
the first term in the right-hand side is reminiscent of the skew-symmetric structure, which
is commonly seen in the model reference adaptive control systems [93]; ii.) the nominal
part of (3.13) is reminiscent of a cascaded system, i.e., z3i-dynamics are decoupled from
(z1i, z2i)-dynamics, and z3i(t) Ñ 0 implies that the interconnected term Ψi(t) Ñ 0. These two
structural properties are used later in the control design. The next lemma characterizes the
cascaded-like property of the error dynamics (3.13), which suggests separating control of the
linear and angular dynamics, and is important in the control design.

Lemma 3.2. Under feedback transformation (3.11)-(3.12), if both z3i(t) and |[u1i(t), u2i(t)]|

converge to zero exponentially as t Ñ 8, and ω̄i(t) is bounded and PE, then the intercon-
nected term Ψi(t) Ñ 0 exponentially as t Ñ 8.

Proof. It follows from Lemma 3.1 that z3i(t) Ñ 0 exponentially implies (θi(t) ´ θ̄i(t)) Ñ 0

and (θ̇i(t) ´ ˙̄θi(t)) Ñ 0 exponentially as t Ñ 8. Consequently, sin(θi(t) ´ θ̄i(t)) Ñ 0 and
cos(θi(t) ´ θ̄i(t)) Ñ 1 exponentially. Then, from (3.11) we have

(v̇xi ´ ˙̄vxi) = λ1 (vxi ´ v̄xi) + ω̄i (vyi ´ v̄yi) + ox(t), (3.15)
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where ox(t) Ñ 0 exponentially, and from the model (3.1), we have

(v̇yi ´ ˙̄vyi) = fyi(vxi, vyi, ωi, θi, t) + ayiτ2i ´ fyi(v̄xi, v̄yi, ω̄i, θ̄i, t) ´ ayiτ̄2i. (3.16)

Then, the feedback transformation (3.12) implies that (τ2i ´ τ̄2i) Ñ 0, and (3.15) and (3.16)
can be written as [

v̇xi ´ ˙̄vxi

v̇yi ´ ˙̄vyi

]
=

[
λ1 ω̄i(t)

´ηiω̄i(t) A22(t)

][
vxi ´ v̄xi

vyi ´ v̄yi

]
+ o(t), (3.17)

where A22(t) = Bfyi/Bvyi ď 0 and |o(t)| Ñ 0 exponentially. Note that, the system (3.17) can
be seen as a linear time-varying system under an exponentially converging input o(t), and
the nominal part of (3.17) with A22(t) ” 0 is reminiscent of the system (A.25) in Lemma A.1.
Since λ1 ă 0 and A22(t) ď 0, referring to Lemma A.1, the comparison lemma, and CICS
property of linear systems, we conclude that system (3.17) is UGES provided that ω̄i(t) is
bounded and PE. On the other hand, it follows from (3.14) that

Ψi Ñ (v̇yi ´ ˙̄vyi) ´ λ2(vyi ´ v̄yi) + ω̄i(t)(vxi ´ v̄xi), (3.18)

and from the UGES of (3.17), we conclude that Ψi(t) Ñ 0 exponentially as t Ñ 8.

3.3 Robust Formation Control Designs

We begin this section by noting that different control laws may be applied to stabilize the error
dynamics (3.13), for instance, sliding mode control, backstepping design, or linear high-gain
feedback. While any nonlinear control technique may be applicable under this framework, in
the current work, we choose sliding mode control due to its simplicity and robustness, which
only requires boundedness of unknown modeling uncertainties and disturbances.

3.3.1 A First-Order Sliding Mode Approach

First, it is noted that the error dynamics (3.13) is structured such that the angular error z3i

is decoupled from the positioning error [z1i, z2i]
J, and thus can be independently controlled.

Therefore, we choose the simplest sliding mode control law as

u2i = ´k2i sign(z3i), (3.19)
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where k2i ą ∆ωi implying that z3i is stabilized to zero in finite time. It follows from Lemma 3.1
that angular error will converge to zero as t Ñ 8. Next, consider the linear error dynamics
(z1i, z2i). We define the sliding variable in the following form:

si(z1i, z2i, t) = ´ωiz1i +Ψi(t) + ciz2i, (3.20)

where ci ą 0 is a constant. Referring to (3.13), the dynamics on the sliding manifold tsi = 0u

are given by
ż2i = ´ciz2i + δyi(t), (3.21)

where the nominal part is an exponential stable linear system. If the mismatched uncertainty
δyi(¨) has a linear growth bound with respect to z2i, then the dynamics on the sliding manifold
is globally exponential stable.

To derive the control law, let us consider the Lyapunov candidate Vi(si) =
1
2
s2i and take

its time derivative along (z1i, z2i)-trajectories as

V̇i(t, z1i, z2i) = si

[
Bsi

Bz1i
(ωiz2i + u1i + δxi(t)) +

Bsi

Bt
+

Bsi

Bz2i
(´ωiz1i +Ψi(t) + δyi(t))

]
. (3.22)

Following standard sliding mode control approach and assuming Bsi/Bz1i ‰ 0, we choose the
control law as

u1i = ´ ωiz2i ´

(
Bsi

Bz1i

)´1 [
Bsi

Bz2i
(´ωiz1i +Ψi) +

Bsi

Bt
+ k1isign(si)

]
, (3.23)

which guarantees

V̇i(t, z1i, z2i) ď |si|

[
´k1i +

ˇ

ˇ

ˇ

ˇ

Bsi

Bz1i

ˇ

ˇ

ˇ

ˇ

∆xi +

ˇ

ˇ

ˇ

ˇ

Bsi

Bz2i

ˇ

ˇ

ˇ

ˇ

∆yi

]
. (3.24)

The robustness gain k1i is chosen such that

k1i ą

ˇ

ˇ

ˇ

ˇ

Bsi

Bz1i

ˇ

ˇ

ˇ

ˇ

∆xi +

ˇ

ˇ

ˇ

ˇ

Bsi

Bz2i

ˇ

ˇ

ˇ

ˇ

∆yi. (3.25)

Then, trajectories will converge to the sliding manifold tsi = 0u in finite time. On the
sliding manifold, the dynamics are represented by (3.21) and exponential stability can be
established under the linear growth bound assumption that |δyi(¨)| ď κi|z2i|, where κi is a
positive constant [93, Lemma 9.1]. Note that |Bsi/Bz1i| = |ωi(t)| and |Bsi/Bz2i| = ci. For each
vehicle i, the maximum angular velocity must be bounded in practice, i.e., |ωi(t)| ď ωM i for
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all t ě 0, and can be measured by experiments in advance. Thus, the robustness gain k1i can
be simply chosen such that k1i ą ωM i∆xi + ci∆yi in practice. The following theorem presents
the main results.

Theorem 3.1. Consider a network of heterogeneous planar underactuated vehicles, where
the node dynamics given by (3.1), with the directed spanning tree communication topology.
Assume that the linear and angular velocities and accelerations of the leader are bounded, the
angular velocity for each follower i is nonzero, i.e., ωi(t) ‰ 0 for all t ě 0, and the mismatched
uncertainty δyi(¨) has a linear growth bound, i.e., |δyi(t)| ď κi|z2i| with κi ą 0. Then, under
the control law (3.11), (3.12), (3.19) and (3.23) with control gains ci ą 0, k2i ą ∆ωi, and k1i

satisfying (3.25), the origin of error dynamics (3.13) is UGAS.

Proof. Consider the Lyapunov function candidate for the error dynamics (3.13) as Wi =

Vi(si) +
1
2
z23i. From (3.19) and (3.24), it follows that, along the trajectories of (3.13),

Ẇi ď ´

(
k1i ´

ˇ

ˇ

ˇ

ˇ

Bsi

Bz1i

ˇ

ˇ

ˇ

ˇ

∆xi ´

ˇ

ˇ

ˇ

ˇ

Bsi

Bz2i

ˇ

ˇ

ˇ

ˇ

∆yi

)
|si| ´ (k2i ´ ∆ωi) |z3i| ď 0, (3.26)

which implies that the closed-loop system is globally stable, and thus the formation error zi

is bounded over the time interval [0,+8). Again, the variables z3i(t) and si(t) converge to
zero in finite time. It is noted that z3i Ñ 0 for all i = 1, . . . , N implies that the error in an
angular motion for each agent will converge to zero as t Ñ 8. Next, si(t) converges to zero
in finite time implies that all trajectories will reach the sliding manifold, and on the manifold,
z2i(t) Ñ 0 exponentially under the linear growth bound condition |δyi(t)| ď κi|z2i|, [93, Lemma
9.1]. Also, on the sliding manifold, we have z1i Ñ Ψi/ωi, and with the assumption Bsi/Bz1i ‰ 0,
we only need to verify that Ψi(t) Ñ 0 as t Ñ 8. It also follows from (3.20) that Bsi/Bz1i ‰ 0 is
equivalent to ωi(t) ‰ 0. Since z3i(t) Ñ 0 in finite time for all i = 1, . . . , N , then (θi ´ θ̄i) Ñ 0

and (θ̇i ´ ˙̄θi) Ñ 0 as t Ñ 8 with an exponential convergence rate λ3. This implies that
the orientations of all vehicles in the network are aligned with the predefined offset dθij(t).
Then, the control law (3.19) suggests that u2i(t) reaches zero in finite time, and similarly,
on the sliding manifold tsi = 0u we have u2i(t) Ñ 0 exponentially as t Ñ 8. It follows
from Lemma 3.2 that Ψi(t) Ñ 0 exponentially as t Ñ 8, and consequently z1i(t) Ñ 0 as
t Ñ 8. Therefore, the UGES of the closed-loop error dynamics has been established. Finally,
we conclude that the time-varying formation of heterogeneous planar underactuated vehicle
network is achieved by Lemma 3.1.

Remark 3.1. As mentioned above, the singularity condition Bsi/Bz1i(t) ‰ 0 implies that
ωi(t) ‰ 0. In case of ωi(t) = 0, the (z1i, z2i)-dynamics are uncoupled, that is, z2i cannot be
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controlled by the control input u1i. In this situation, a hybrid control law can be used to avoid
the singularity. Selecting si = z1i, the control law (3.23) is replaced with u1i = ´k1i sign(si),
where k1i ą ∆xi. Then, the origin of the (z1i, z3i)-subsystem is UGAS. Furthermore, distur-
bance observers (DOB) are widely used in the literature to estimate disturbances [94, 95].
An efficient solution for counteracting the mismatched disturbances is known as disturbance
observer-based sliding mode control (DOB-SMC) [96]. Thus, if the mismatched uncertainty
δyi(t) is non-vanishing, a DOB-SMC may be employed. In this case, the sliding variable (3.20)
can be designed as si(z1i, z2i, t) = ´ωiz1i +Ψi(t) + ciz2i + δ̂yi(t), where δ̂yi(t) is the estimation
of the δyi(t). Then, the error dynamics (3.21) become ż2i = ´ciz2i + [δyi(t) ´ δ̂yi(t)], and
correspondingly, the origin of the closed-loop system is UGAS if δyi(t)´ δ̂yi(t) Ñ 0 as t Ñ 8.

Remark 3.2. It is noted that ˙̄vxi(t), ˙̄vyi(t), and ˙̄ωi(t) are required in the control law (3.11)-
(3.12), which means that the acceleration information of each vehicle should be known. In
some practical applications, acceleration can be measured directly by onboard sensors. In
other cases, the acceleration can be estimated in real-time using observers or differentiators.
Various differentiators can be used to estimate the accelerations, for instance, the sliding mode
differentiator [97], or the high-gain differentiator [98], etc. Furthermore, the estimation errors
can be viewed as a part of the disturbances δxi(t), δyi(t), δωi(t), which can be handled by the
proposed controller.

3.3.2 A Super-Twisting Sliding Mode Approach

The super-twisting control takes advantage of the structural properties of the error system
(3.13), and only a mild condition on the angular velocity is needed as we shall see later. We
choose the super-twisting control laws as

#

u1i = ´k1i|z1i|
1
2 sign(z1i) + ξ1i,

ξ̇1i = ´k2i sign(z1i),
(3.27)

#

u2i = ´k3i|z3i|
1
2 sign(z3i) + ξ2i,

ξ̇2i = ´k4i sign(z3i),
(3.28)

where k1i, k2i, k3i and k4i are positive control gains.
It follows that under control law (3.27), the closed-loop (z1i, z2i)-dynamics are given by

ż1i = ´k1i|z1i|
1
2 sign(z1i) + ρ1i + ωiz2i,

ρ̇1i = ´k2i sign(z1i) + δ̇xi,

ż2i = ´ωiz1i +Ψi + δyi,

(3.29)
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where ρ1i := ξ1i + δxi. Furthermore, under control law (3.28), the closed-loop z3i-dynamics
are given by

ż3i = ´k3i|z3i|
1
2 sign(z3i) + ρ2i,

ρ̇2i = ´k4i sign(z3i) + δ̇ωi,
(3.30)

where ρ2i := ξ2i + δωi. Note that the closed-loop system (3.29)-(3.30) has a cascade-like
structure, i.e., z3i enters the (z1i, z2i)-dynamics via the interconnection term Ψi. In other
words, the position error (z1i, ρ1i, z2i)-dynamics do not affect the the angular error (z3i, ρ2i)-
dynamics. Stabilizing (z3i, ρ2i)-dynamics implies ωi ´ ω̄i(t) Ñ 0 as t Ñ 8. If the group leader
has a PE angular velocity ω0(t), it follows from the directed spanning tree topology that
each follower has a PE angular velocity ωi, which is independent of position errors (z1i, z2i).
Consequently, ωi can be viewed as a PE time-varying function ωi(t) in (z1i, ρ1i, z2i)-dynamics.
It is also important to note that, the controllers (3.11), (3.12), (3.27), (3.28) are completely
distributed and independent of global position measurements. The next theorem provides
the main result of this subsection.

Theorem 3.2. Consider a network of N + 1 heterogeneous underactuated surface vessels
with the communication graph G, the node dynamics given by (3.1), and the error dynamics
given by (3.13). Assume that the angular velocity of the group leader is PE, i.e., there exist
two constants T ą 0, µ ą 0 such that ω0(t) satisfies

ż t+T

t

|ω0(τ)|dτ ě µ, @t ě 0.

(i.) Then, without perturbations, (i.e., δxi ” δyi ” δωi ” 0), under the super-twisting control
laws (3.27), (3.28) with positive gains k1i, k2i, k3i and k4i, the origin of closed-loop error
system (3.29)-(3.30) is UGAS.

(ii.) If the perturbations δxi(¨), δyi(¨), δωi(¨) are bounded with bounded derivatives such that
(3.2) holds, and the unmatched uncertainty δyi(¨) vanishes with respect to z2i, i.e.,
|δyi(¨)| ď κi|z2i| with κi ą 0, then with k2i ą ∆xi, k4i ą ∆ωi, and k1i, k3i sufficiently
large, the origin of the closed-loop error system (3.29)-(3.30) is UGAS.

Finally, together with the feedback transformation (3.11)-(3.12), the robust formation control
problem is solved.

Proof. (i.) Note first that the “upper left corner” of system (3.29) (i.e., under z2i ” 0) and
system (3.30) are standard super-twisting systems. If the control gains k1i, k2i, k3i, k4i are
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positive, then the corresponding strict Lyapunov functions can be constructed [99, Theorem
1]. That is, for every positive definite matrix Q1i ą 0 and Q3i ą 0, the algebraic Lyapunov
equations

AJ
1iP1i + P1iA1i = ´Q1i, A

J
3iP3i + P3iA3i = ´Q3i (3.31)

have unique positive definite solutions P1i ą 0 and P3i ą 0, where

A1i =

[
´1

2
k1i

1
2

´k2i 0

]
, A3i =

[
´1

2
k3i

1
2

´k4i 0

]
.

Then, V1i(z1i, ρ1i) = ζJ
1iP1iζ1i and V3i(z3i, ρ2i) = ζJ

3iP3iζ3i are strict Lyapunov functions for
system (3.29) with z2i ” 0 and (3.30), respectively, where ζ1i = [|z1i|

1/2, ρ1i]
J and ζ3i =

[|z3i|
1/2, ρ2i]

J, and their time derivatives are negative definite

V̇1i = ´|z1i|
´1/2ζJ

1iQ1iζ1i, V̇3i = ´|z3i|
´1/2ζJ

3iQ3iζ3i.

Thus, the origin of the system (3.30) is finite-time stable and z3i(t) reaches zero in finite time.
It follows from the definition of z3i that (θi ´ θ̄i)

exp
ÝÝÑ 0 and (ωi ´ ω̄i)

exp
ÝÝÑ 0 as t Ñ 8. Then,

consider the nominal part of (3.29), (i.e., (3.29) with Ψi ” 0). It follows from Lemma A.1
in Appendix that system (3.29) with Ψi ” 0 is UGES. Next, it follows from s(i´j)

exp
ÝÝÑ 0 and

c(i´j)
exp
ÝÝÑ 1 that (3.14) reduces to

Ψi
exp
ÝÝÑ (v̇yi ´ ˙̄vyi) + λ2 (vyi ´ v̄yi) + ω̄i (vxi ´ v̄xi) , (3.32)

and (3.11) reduces to

(v̇xi ´ ˙̄vxi)
exp
ÝÝÑ ´λ1 (vxi ´ v̄xi) + ω̄i (vyi ´ v̄yi) . (3.33)

From the vehicle model, we have

(v̇yi ´ ˙̄vyi) = fyi (vxi, vyi, ωi) ´ fyi (v̄xi, v̄yi, ω̄i) (3.34)
=

[
f C
yi(vxi, ωi) ´ f C

yi(v̄xi, ω̄i)
]
+
[
f D
yi(vyi) ´ f D

yi(v̄yi)
]
.

Then, (3.33) and (3.34) can be written as[
v̇xi ´ ˙̄vxi

v̇yi ´ ˙̄vyi

]
=

[
´λ1 ω̄i(t)

´ηiω̄i(t) Di(t)

][
vxi ´ v̄xi

vyi ´ v̄yi

]
+ o(t), (3.35)
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where o(¨) : R Ñ R2 and |o(t)|
exp
ÝÝÑ 0; Di(t) := [f D

yi(vyi) ´ f D
yi(v̄yi)]/[vyi ´ v̄yi]. It follows

from the vehicle model that Di(t) ď 0 for all t ě 0. Then, from Lemma A.1 again, we
conclude that the origin of system (3.35) is UGES, which implies that Ψi

exp
ÝÝÑ 0. Finally, we

conclude that the origin of full dynamics (3.29)-(3.30) is UGAS using the output injection
lemma [100, Proposition 3] by considering that Ψi P L2 is the uniformly integrable output.

(ii.) If δyi ” 0 and if the gains k2i ą ∆xi, k4i ą ∆ωi, and k1i, k3i are sufficiently large, then
it follows from [99, Theorem 2] that for some positive definite matrices Q1i ą 0 and Q3i ą 0,
the algebraic Lyapunov equations (3.31) have positive definite solutions P1i ą 0 and P3i ą 0,
and thus V1i, V3i are the strict Lyapunov functions for system (3.29) with z2i ” 0 and (3.30),
respectively. If δyi(¨) vanishes with respect to z2i, then it follows from [93, Lemma 9.1] that
the origin of nominal part of the system (3.29) is UGES if k1i, k3i are sufficiently large. Then,
the rest of the proof is the same as (i.) and the origin of error dynamics (3.29)-(3.30) is
UGAS.

Finally, we conclude that the robust formation control problem is solved from Lemma
3.1.

Remark 3.3. A selection rule for the gains k1i, k3i is such that the “upper left corner” of
system (3.29) (i.e., z2i ” 0) and system (3.30) are finite-time stable. The selection rule for
sufficiently large control gains k1i, k3i is given by [101]

k1i ą

d

2(k2i +∆xi)2

k2i ´ ∆xi
, k3i ą

d

2(k4i +∆ωi)2

k4i ´ ∆ωi
.

Remark 3.4. Although in Theorem 3.2 (ii.) we assume that unmatched uncertainty δyi(¨)

vanishes with respect to z2i to guarantee the asymptotic stability of the error system, it
should be noted that sea currents and waves are non-vanishing perturbations in practice.
Other perturbations δxi(¨), δωi(¨) are assumed to be simply bounded with bounded derivatives
since control inputs directly affect surge and yaw motion. In order to stabilize the lateral
dynamics, we have to make an assumption about vanishing lateral perturbations due to the
fact that the vehicles are underactuated. Note that asymptotic stability is less practical under
unknown unmatched disturbances. However, as pointed out in [102], in marine practice
the hydrodynamic damping forces in the vyi-equation of (3.1) are dominant in the sway
direction. As a result, the sway velocity of the surface vessel is passively bounded, and thus
it is uniformly ultimately bounded [103] if δyi(¨) is a non-vanishing perturbation. Moreover,
as shown in recent works on underactuated systems [104, 105], it is still possible to reject
the unknown unmatched perturbations δyi(¨) using disturbance observer based sliding mode
control.
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Figure 3.1: Communication topology graphs in the simulations: (a) Example 1, (b) Example 2.

3.4 Numerical Simulations

In this section, two numerical simulations are provided to verify the performance of the
proposed formation control approaches. All the parameters are given in SI units.

3.4.1 Example 1

Consider a network of eleven heterogeneous planar underactuated vehicles with the indices i =
0, 1, . . . , 10. Agent 0 is the leader and agents 1 to 10 are the followers with the communication
topology graph as shown in Figure 3.1 (a). Agent 6 and agent 9 have two communication
edges such that 6 follows 1 and 5, and 9 follows 3 and 4. Note that we assume that the
communication from agent 5 to agent 6 is more important than the communication from
agent 1 to agent 6, and that the communication from agent 4 to agent 9 is more important
than the communication from agent 3 to agent 9. Therefore, we set the weighting coefficients
w61 = 0.4, w65 = 0.6, w93 = 0.3, w94 = 0.7, while the remaining coefficients are all set to 1.

We assume that agents 0 to 3 are identical underactuated surface vessels modeled with
diagonal mass matrix and linear hydrodynamic damping (α11,i = α22,i = α33,i = 1). The
parameters of agents 0 to 3 are given as

m11,i = 1.412, m22,i = 1.982, m33,i = 0.354,

d11,i = 3.436, d22,i = 12.99, d33,i = 0.864.
(3.36)

Agents 4 to 6 are also identical underactuated surface vessels modeled with diagonal mass
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Figure 3.2: Illustration of the trajectories of the eleven planar vehicles in Example 1.

matrix model and nonlinear hydrodynamic damping with the parameters given as

m11,i = 1.317, m22,i = 3.832, m33,i = 0.926,

d11,i = 5.252, d22,i = 14.138, d33,i = 2.262,

α11,i = 1.510, α22,i = 1.747, α33,i = 1.592.

(3.37)

Agents 7 to 10 are identical nonholonomic mobile robots with the parameters given as

mi = 3.0, Ii = 0.025, Ji = 6 ˆ 10´6,

ai = 0.33, di = 0.08, ri = 0.05.
(3.38)

In this simulation, the leader is commanded to follow a straight line in the x-direction
with desired velocity 1 m/s. The geometric shape of the desired formation for the ten follower
vehicles is a pentagram, where the center of the pentagram is located at the leader. Then, the
positions of the ten follower agents are to be driven to the ten vertices of the pentagram, as
shown in Figure 3.1(a). The radius of the circumscribed circle of the inner five vertices is set
to 3 m, and the corresponding radius of the circumscribed circle of the outer five vertices is
9.434 m. The pentagram rotates counterclockwise around its center with a constant angular
velocity of 0.5 rad/s, making the formation time-varying. All vehicles start from rest at zero
orientation, while their initial positions can be observed in Figure 3.2.

To demonstrate robustness, we applied disturbances δxi(t) = 0.25 sin(t)+0.5 sin(20t) and
δωi(t) = 0.4 sin(t) + 0.5 sin(10t). We also assume that the communication between agents
5 and 6, and the communication between agents 4 and 9 suddenly breaks at t = 5s. We
use the first-order sliding mode approach proposed in Section 3.3.1. The control gains and
disturbance bounds for all agents were selected as λ1 = λ2 = λ3 = ´1, k1i = k2i = ci =
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Figure 3.3: Convergence of the RMS formation errors of the ten follower vehicles in Example 1.

3, ∆xi = ∆ωi = 0.75, i = 1, . . . , 10. To avoid excessive chattering, we used the hyperbolic
tangent function tanh(¨/0.01) to approximate the discontinuous signum function sign(¨).

Figure 3.2 illustrates the position trajectories of all agents at t = 0 s, t = 25 s, and t = 45

s. It is clear that the desired pentagram formation is achieved after the leader has traveled
approximately 25 m in just over 25 seconds. Figure 3.3 shows the time history of the root
mean square of all formation errors, which is of the form RMS([̃¨]i) =

(
1
n

řn
i=1

(
[¨] ´ [̄¨]

)2
i

)1/2

,
demonstrating formation converging after 25s. It can also be seen that the breakage of com-
munication at t = 5 s temporarily increases the overall formation errors but the asymptotic
convergence continues after a short interruption.

3.4.2 Example 2

Consider a network of six heterogeneous planar underactuated vehicles with the indices i =
0, 1, . . . , 5. Agent 0 is the leader and agents 1 to 5 are the followers with the communication
topology graph as shown in Figure 3.1 (b). We set the weighting coefficients w31 = w34 = 0.5

while the remaining coefficients are all set to 1.
Agent 0 is a PVTOL aircraft, where the model parameters are given as mi = 1, Ii =

0.1, ϵi = 0.2, and g = 9.81. Agents 1 and 2 are wheeled mobile robots, where the model
parameters are given as (3.38). Agents 3 to 5 are different surface vessels, where agent 3 is
with linear hydrodynamic damping, and the model parameters are given as (3.36); agents
4 and 5 are with nonlinear hydrodynamic damping and the model parameters are given as
(3.37). We use the scenario where all types of vehicles are involved in coordination in order
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Figure 3.4: Illustration of the trajectories of the six planar vehicles in Example 2.

to show the versatility of the approach.
In this simulation, the leader is commanded to follow a sinusoidal path, i.e., (xd(t), yd(t)) =

(t, sin(t)). The geometric shape of the desired formation for the six vehicles is a time-varying
isosceles right triangle, as shown in Figure 3.1(b). We set the length of the two congruent
sides to

?
2(20´ t/6). In other words, the position offsets are given as (dx40, d

y
40) = (dx54, d

y
54) =

(t/12 ´ 10, 10 ´ t/12), (dx10, d
y
10) = (dx21, d

y
21) = (dx34, d

y
34) = (t/12 ´ 10, t/12 ´ 10). All vehicles

start from rest at zero orientation, while their initial positions can be observed in Figure 3.4.
To demonstrate robustness, we applied disturbances δxi(t) = 0.25 sin(t)+0.5 sin(20t) and

δωi(t) = 0.4 sin(t) + 0.5 sin(10t). We use the super-twisting sliding mode approach proposed
in Section 3.3.2. The control gains and disturbance bounds for all agents were selected as
λ1 = λ2 = λ3 = ´1, k1i = k3i = 5, k2i = k4i = 3, ∆xi = ∆ωi = 0.75, i = 1, . . . , 5. Figure 3.4
illustrates the position trajectories of all agents at t = 0 s, t = 30 s, and t = 60 s. It is clear
that the desired triangle formation is achieved after the leader has traveled approximately
30 m in just over 30 seconds. Figure 3.5 shows the time history of the RMS formation errors
demonstrating formation converging after about 30s.

3.5 Conclusion

In this chapter, we develop a distributed formation control framework for networks of het-
erogeneous planar underactuated vehicles without requiring global position measurements. A
transformation is proposed to reduce the order of error dynamics and then two sliding mode
control laws are employed to stabilize the error dynamics. While the sliding mode control
approach is selected, other methods such as the backstepping technique can also be employed
using the same error transformation introduced in this work. The proposed formation con-
trol laws guarantees UGAS of the closed-loop system subject to bounded uncertainties and
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Figure 3.5: Convergence of the RMS formation errors of the six follower vehicles in Example 2.

disturbances. It is shown that the approach can be applied to networks of nonholonomic mo-
bile robots, underactuated surface vessels with various modeling complexities, and planar air
vehicles. Simulations are presented to demonstrate the effectiveness of the proposed control
scheme.
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Chapter 4

Formation Stabilization and Tracking Control
for Planar Underactuated Vehicle Networks

4.1 Introduction

Because of the underactuation constraint, the formation stabilization and the formation
tracking problems usually are studied as two distinct problems in the literature. Consequently,
all agents must know the control problem in advance and switch between the two different
types of controllers, i.e. formation stabilization controller and formation tracking controller.
However, switching between controllers may be impractical when the vehicles operate in a
fully autonomous mode [28]. Furthermore, in a distributed network, it is only the group
leader that knows the group reference and the control objective, while no prior information
on the group reference trajectory is available to all other agents [106]. Therefore, it is more
practical if the two problems can be solved using a single control architecture.

The problem of simultaneous stabilization and tracking refers to finding a single control
law that can solve both stabilization and tracking problems simultaneously without changing
the controller structure [24]. For multi-agent systems, the problem of formation stabilization
and tracking is a natural extension of the classical simultaneous stabilization and tracking
problem.

In this chapter, we develop a new leader-follower formation control framework for a class
of heterogeneous planar underactuated vehicle networks. Specifically,

1) We solve the simultaneous formation stabilization and tracking problem for planar
underactuated vehicle systems using a single smooth time-varying control architecture.
The control design is developed based on uδ-PE, and guarantees GAS for the origin of
the closed-loop system.
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2) We do not assume any particular structure of the internal dynamics of each vehicle
but rather use a generic Euler-Lagrangian (EL) model, and the vehicles are allowed to
have identical or non-identical dynamics. In other words, the formation is designed for
heterogeneous planar underactuated vehicle networks, which include vehicles of different
dynamic nature with different numbers of states (e.g., ground vehicles and surface
vessels).

3) The proposed control law requires only neighbor-to-neighbor information exchange and
does not require any global position measurements of the followers. Furthermore, the
structure of the controller is relatively simple compared to the existing controllers in
the literature.

4.2 Problem Formulation

Consider a network of N+1 heterogeneous planar underactuated vehicles, where the vehicles
are numbered i = 0, 1, . . . , N with 0 representing the real group leader and 1, . . . ,N the
follower agents. The mathematical model of the planar underactuated vehicle i can be written
in the EL form [45, 87]

q̇i = J(qi)vi, (4.1a)
Miv̇i + Ci(vi)vi +Di(vi)vi = Giτi, (4.1b)

where qi = [xi, yi, θi]
J is the configuration of the ith vehicle; vi = [vxi, vyi, ωi]

J is the generalized
velocity vector consisting of the velocity of the center of mass (vxi, vyi) in the body-fixed
frame txbiybiu and its angular velocity ωi; τi = [τ1i, τ2i]

J is the control input vector; J(qi)

is the orthogonal kinematic transformation matrix; Mi = MJ
i ą 0 is the inertia matrix;

Ci(vi) = ´Ci(vi)
J is the Coriolis and centrifugal matrix; Di(vi) = Di(vi)

J ě 0 is the damping
matrix; and Gi is the input matrix. All matrices above are assumed to be in appropriate
dimensions.

Without loss generality, we make the following assumption.

Assumption 4.1. (i.) For each vehicle i, assume that the inertia matrix Mi is diagonal, i.e.,
Mi = diag(m11,i,m22,i,m33,i). (ii.) Assume that the surge force and the yaw torque are two
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independent control inputs. That is, the input matrix Gi may be written as1

Gi =

1 0

0 0

0 1

 , (4.2)

which implies that the underactuation is in the sway direction, i.e., vyi-equation. (iii.) Assume
that for each vehicle, the damping force in the sway direction satisfies [Di(vi)](2,2) ą 0 for all
vyi ‰ 0, and vyi/[Di(vi)](2,2) Ñ 0 as vyi Ñ 0, where [Di(vi)](2,2) denotes the (2, 2)-element of
Di(vi).

Remark 4.1. The EL system (4.1a)-(4.1b) with Assumption 4.1 can model a wide class
of planar underactuated vehicles in practical applications such as nonholonomic mobile
robots [19,88], underactuated ships [39,45], underwater vehicles [44], etc. The assumption of
damping force for the sway velocity is a mild one and has been adopted in the literature on
the topic of underactuated ships [58]. Note that this assumption is automatically satisfied in
the case of a linear damping model.

The network topology of the vehicles is defined by a directed graph G = (V , E) where
V = t0, 1, . . . ,Nu and E Ď V ˆV represent its sets of vertices and edges, respectively. The set
of neighboring nodes with edges connected to node i is denoted by Ni = tj P V : (i, j) P Eu.
The constant weighted adjacency matrix A = [aij] associated with G is defined in accordance
with the rule that aij ą 0 in the case that j P Ni and aij = 0 otherwise. For the group leader,
we have a0j ” 0 for all j P V , which implies that the leader 0 has no neighbors in the network.
We also assume that aii = 0 for all i P V . The communication graph G is assumed to contain
a directed spanning tree.

We assume that the reference trajectory of the group leader is feasible and is generated
by the following virtual vehicle

q̇d = J(qd)vd, (4.3)

where qd = [xd, yd, θd]
J denotes the position and orientation of the virtual vehicle, and vd =

[vxd, vyd, ωd]
J denotes the linear and angular velocities of the virtual vehicle. We make the

following assumption on the reference trajectory of the group leader.

Assumption 4.2. The reference trajectory (qd(t), vd(t)) is only available to the group leader
0. Furthermore, the reference velocity vd(¨) is continuously differentiable and bounded with

1Gi may be obtained in form (4.2) via a pre-input transformation. For instance, the actual control inputs
for a mobile robot are torques τLi and τRi applied to each wheel. However, one can easily obtain the input
matrix of the form (4.2) via a linear transformation of the actual inputs. See [88] for more details.
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bounded first derivative. Moreover, one of the following conditions holds.

A1) There exist T and µ1 ą 0 such that
ż t+T

t

ωd(τ)
2dτ ě µ1, @t ě 0. (4.4)

A2) There exist µ2 ą 0 such that
ż 8

0

|ωd(τ)|dτ ď µ2. (4.5)

The objective of formation stabilization and tracking is to design a distributed controller
for each agent such that it coordinates its motion relative to one or more of its neighbors, and
the network asymptotically converges to a predefined geometric pattern under Assumption
4.2. The geometric pattern of the vehicle network in terms of planar configuration is defined
by a set of constant offset vectors tdij := (dxij, d

y
ij, d

θ
ij) P R3 : i, j P V , i ‰ ju. To be more

specific, under Assumption 4.2, we will design a controller (τ1i, τ2i) for each agent without
global position measurements such that: i.) all states in the closed-loop system are uniformly
bounded; ii.) all the vehicles in the network maintain a prescribed formation in the sense
that for all i P V

lim
tÑ8

ÿ

jPNi

|qi(t) ´ qj(t) ´ dij| = 0. (4.6)

Denote the position reference trajectory for the vehicle i by

x̄i(t) :=
1

ř

jPNi
aij

ÿ

jPNi

aij
[
xj(t) + dxij

]
, (4.7)

ȳi(t) :=
1

ř

jPNi
aij

ÿ

jPNi

aij
[
yj(t) + dyij

]
. (4.8)

Then, the feasible orientation trajectory θ̄i(t) is obtained from the feasible reference trajectory
generation procedure given in Section 2.3. Let us denote q̄i(t) := [x̄i(t), ȳi(t), θ̄i(t)]

J, and
v̄i(t) := [v̄xi(t), v̄yi(t),

˙̄θi(t)]
J.

4.3 Formation Stabilization and Tracking Control Design

For the set-point stabilization problem of fully-actuated EL systems without kinematics equa-
tions

Miq̈i + Ci(q̇i)q̇i +Di(q̇i)q̇i = τi, (4.9)
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a fundamental result is achieving global asymptotic stabilization via energy shaping plus
damping injection, where the controller always has a simple proportional–derivative (PD)
form [87], i.e.,

τi = ´kpi(qi ´ q̄i) ´ kdiq̇i, (4.10)

where kpi, kdi are positive control gains. For the tracking control problem of fully-actuated
EL systems (4.9), the PD+ controller originally introduced in [107] is a natural extension of
the PD control law (4.10) and is given by

τi =M ¨̄qi + C(q̇i) ˙̄qi +D(q̇i) ˙̄qi ´ kpi(qi ´ q̄i) ´ kdi(q̇i ´ ˙̄qi). (4.11)

The PD+ controller was proved in [107] to achieve global asymptotic tracking using Ma-
trosov’s theorem. It is noted that the PD+ controller (4.11) reduces to the PD controller
(4.10) when the reference velocity tends to zero. We will use a similar passivity-based tech-
nique in the simultaneous formation stabilization and tracking control design.

For the leader-follower tracking problem, we usually consider the problem for the follower
i as tracking a reference leader similar to [19, 45, 59, 108, 109]. The basic idea is to calculate
the dynamics of the tracking error (qi ´ q̄i, vi ´ v̄i), and try to stabilize this error system.
However, the error system often becomes very complex. Thus, instead of using v̄i, we define
the new reference velocity in the body-fixed frame txbiybiu as v̂i := J(qi)

J ˙̄qi. Correspondingly,
for agent i, the error vectors in the body-fixed frame txbiybiu are defined as q̃bi = [x̃bi , ỹ

b
i , θ̃i]

J :=

J(qi)
J(qi ´ q̄i), and ṽi = [ṽxi, ṽyi, ω̃i]

J := (vi ´ v̂i). Clearly, since J(qi) is invertible, stabilization
of (q̃bi , ṽi) implies that qi(t) Ñ q̄i(t) and q̇i(t) Ñ ˙̄qi(t) as t Ñ 8 which solves formation control
problem (8). Let us consider the following modified PD+ controller

τi = G:
i

[
M ˙̂vi + C(vi)v̂i +D(vi)v̂i ´ Kpiq̃

b
i ´ Kdiṽi + ui

]
, (4.12)

where Kpi ą 0 and Kdi ą 0 are constant, diagonal control gain matrices; ui is a new control
input which will be designed later. We have the following result.

Proposition 4.1. Consider the planar underactuated vehicle (4.1a)-(4.1b) satisfying As-
sumption 4.1. Then, under the modified PD+ control law (4.12) with ui ” 0, the origin
for the (x̃bi , θ̃i, ṽxi, ṽyi, ω̃i)-subsystem is UGAS, and the solutions of the closed-loop system are
UGB.

Proof. Consider the function

Vi(q̃i, ṽi) =
1

2

[
ṽJ

i

(
GiG

:
i

)
Miṽi + (q̃bi )

J
(
GiG

:
i

)
Kpiq̃

b
i

]
,
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which is positive definite with respect to the error vector (x̃bi , θ̃i, ṽxi, ω̃i). Taking time derivative
along the trajectories of the closed-loop system, we have

V̇i = ṽJ
i

(
GiG

:
i

)
Mi ˙̃vi + ( ˙̃qbi )

J
(
GiG

:
i

)
Kpiq̃

b
i

= ṽJ
i

(
GiG

:
i

) [
Giτi ´ Ci(vi)vi ´ Di(vi)vi ´ Mi ˙̂vi

]
+ ( ˙̃qbi )

J
(
GiG

:
i

)
Kpiq̃

b
i

= ṽJ
i

(
GiG

:
i

) [
C(vi)v̂i +D(vi)v̂i ´ Kpiq̃

b
i ´ Kdiṽi + ui ´ Ci(vi)vi ´ Di(vi)vi

]
(4.13)

+ ( ˙̃qbi )
J
(
GiG

:
i

)
Kpiq̃

b
i

= ´ ṽJ
i sym

!(
GiG

:
i

)
[Di(vi) +Kdi]

)

ṽi + ṽJ
i

(
GiG

:
i

)
ui

ď

[(
GiG

:
i

)
ṽi

]J

ui, (4.14)

where the third equality is due to the fact that GiG
:
i is idempotent, the fourth one is due

to Property 2.1, and the last inequality is due to Property 2.2 and Kdi ą 0. It is clear
that the input-output mapping ui ÞÑ (GiG

:
i )ṽi is passive. Consequently, if ui ” 0, we have

(GiG
:
i )ṽi P L2, and the origin for the (x̃bi , θ̃i, ṽxi, ω̃i)-subsystem is UGS. It also follows from

LaSalle-Yoshizawa theorem that (ṽxi, ω̃i) Ñ 0 as t Ñ 8. If we consider ṽyi(t) as a time-varying
signal, then the origin of the (ṽxi, ω̃i)-subsystem is UGES. Then, the (ṽxi, ṽyi, ω̃i)-subsystem
is GES with respect to (ṽxi, ω̃i) uniformly in ṽyi(0) (i.e., partial-state stability with respect to
(ṽxi, ω̃i)). It also follows from the Assumption 4.1 item (iii.) that the origin of ṽyi-dynamics
is UGAS when (ṽxi, ω̃i) ” (0, 0) (i.e., 0-UGAS of ṽyi-subsystem). Therefore, we conclude
that the (ṽxi, ṽyi, ω̃i)-subsystem is UGAS according to Theorem A.2. Moreover, the condition
vyi/[Di(vi)](2,2) Ñ 0 as vyi Ñ 0 implies that ṽyi P L1 and ỹbi P L8. Thus, we conclude that the
solutions of the closed-loop system are UGB.

Next, consider the auxiliary functionWi = (q̃bi )
J(GiG

:
i )Miṽi for the (x̃bi , θ̃i, ṽxi, ω̃i)-subsystem.

Taking time derivative of Wi along trajectories of the closed-loop system, we have

Ẇi = ( ˙̃qbi )
J(GiG

:
i )Miṽi + (q̃bi )

J(GiG
:
i )Mi ˙̃vi.

Then, evaluating Ẇ on the set M := tṽi = 0u yields

Ẇi|M = ´ (q̃bi )
Jsym

!(
GiG

:
i

)
[Ci(vi) +Di(vi) +Kdi]

)

ṽi

´ (q̃bi )
J(GiG

:
i )Kpiq̃

b
i

= ´ (q̃bi )
J(GiG

:
i )Kpiq̃

b
i ď 0.
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Thus, Ẇi is non-zero definite on the set M. It follows from the Matrosov’s Theorem A.3 that
the origin for the (x̃bi , θ̃i, ṽxi, ω̃i)-subsystem is UGAS. Therefore, we conclude that the origin
of the (x̃bi , θ̃i, ṽxi, ṽyi, ω̃i)-subsystem is UGAS by considering ỹbi (t) as a bounded time-varying
signal.

Under the modified passivity-based PD+ controller (4.12) with ui ” 0, the velocity error
vector ṽi(t) Ñ 0, and the position error in the body-fixed frame (x̃bi (t), θ̃i(t)) Ñ 0 as t Ñ 8.
However, due to the underactuation, the position error ỹbi (t) may converge only to a constant
which is not necessarily zero. Denote the position error in the global frame by (x̃i, ỹi) :=

(xi ´ x̄i, yi ´ ȳi). Although

x̃bi (t) =
[
cos(θi) sin(θi)

] [
x̃i(t) ỹi(t)

]J

Ñ 0 (4.15)

does not imply that (x̃i(t), ỹi(t)) Ñ 0 because of the rank deficiency of [cos(θi), sin(θi)], a
persistently exciting θi(t) will guarantee that the position error (x̃i(t), ỹi(t)) Ñ 0 as t Ñ 8.

Proposition 4.2. Assume that the velocity error vector ṽi(t) P L1 X L8, and that ωi(t) is
persistently exciting (ωi P PE), that is, there exist constants Ti, µi ą 0 such that

ż t+Ti

t

ωi(τ)
2dτ ě µi, @t ě 0. (4.16)

Then, x̃bi (t) Ñ 0 as t Ñ 8 implies that (x̃i(t), ỹi(t)) Ñ 0 as t Ñ 8.

Proof. Note that J(qi) is an orthogonal matrix, and ṽi(t) P L1XL8 implies that (q̇i(t)´ ˙̄qi(t)) P

L1 XL8. Also, ṽi(t) Ñ 0 implies that (q̇i(t)´ ˙̄qi(t)) Ñ 0 as t Ñ 8. Thus, by integrating both
sides, we conclude that (x̃i(t), ỹi(t)) Ñ const. Now, consider the following equation

c1 cos(θi) + c2 sin(θi) = 0, (4.17)

where c1, c2 are constants. If one of c1 and c2 is non-zero, then the equation (4.17) has
only isolate solutions θi = const. On the other hand, by the filter property of persistently
exciting signals, ωi P PE implies that θi does not converge to a constant as t Ñ 8. Thus, by
contradiction and the continuity of (4.15), we conclude that the position error (x̃i(t), ỹi(t)) Ñ

0 as t Ñ 8.

It follows from Propositions 4.1 and 4.2 that if the angular velocity of the vehicle i is
PE, then the modified PD+ controller (4.12) with ui ” 0 can be used to solve the formation
tracking problem. However, in the cases of formation stabilization and formation tracking
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of a straight line, the angular velocity of the vehicle i converges to zero and thus the PE
property is lost. In this case, we will use ui as a “PE perturbation” on the angular motion to
prevent (x̃i(t), ỹi(t)) converging to a non-zero constant. The new control input ui is defined
as

ui =
[
0 0 αi(t, ỹ

b
i )
]J

, (4.18)

where αi(t, ỹ
b
i ) = kρiρi(t)ỹ

b
i (t), kρi ą 0 is a constant, and the time-varying signal ρi(t) is

PE, continuously differentiable, and bounded with bounded first derivative. Note that the
excitation property of αi is reminiscent of uδ-PE with respect to ỹbi [110], i.e., for each δ ą 0

there exist T, µ ą 0 such that

ˇ

ˇỹbi (t)
ˇ

ˇ ą δ ñ

ż t+T

t

αi(τ, ỹ
b
i )

2dτ ą µ, @t ě 0. (4.19)

The illustration of the modified PD+ controller (4.12) with uδ-PE “perturbation” (4.18) in
a closed loop is shown in Figure 4.1. It is noted that θi(t) and ωi(t) should be considered
as perturbation signals in the linear motion error dynamics and for any (θi, ωi) P L8, the
linear motion error dynamics are globally asymptotically stable with respect to (x̃bi , ṽxi, ṽyi)

uniformly in ỹbi (0).

Proposition 4.3. Consider the planar underactuated vehicle (4.1a)-(4.1b) satisfying As-
sumption 4.1. Then, under the modified PD+ control law (4.12) and (4.18), the origin for
the (x̃bi , ỹ

b
i , θ̃i, ṽxi, ṽyi, ω̃i)-dynamics is GAS.

Proof. It follows from Proposition 4.1 that if αi(t, ỹ
b
i ) ” 0, the (x̃bi , θ̃i, ṽxi, ṽyi, ω̃i)-subsystem

is UGAS to its origin. Furthermore, due to the damping term Kdi in the PD+ control law
(4.12), the angular motion dynamics is input-to-state stable (ISS) by considering αi(t, ỹ

b
i ) as

an input, as shown in Figure 4.1. It also follows from the proof in Proposition 4.2 that ỹbi (t)
converges to a constant as t Ñ 8. Now, assume that ỹbi (t) converges to a non-zero constant.
Then, (4.19) implies αi P PE, and from the filter property we have ωi(t) P PE. Then, it follows
from Proposition 4.2 that (x̃i(t), ỹi(t)) Ñ 0 as t Ñ 8, which contradicts the assumption that
ỹbi (t) converges to a non-zero constant. Thus, we conclude that ỹbi (t) Ñ 0 as t Ñ 8 by
contradiction. The GAS of the origin comes from the ISS property when αi(t, ỹ

b
i ) Ñ 0 as

t Ñ 8, which completes the proof.

Our main result comes from the previous rationale.

Theorem 4.1. Consider a network of heterogeneous planar underactuated vehicles. Then,
the formation is achieved under the modified PD+ control law (4.12) and (4.18) if the directed
communication graph G contains a spanning tree.
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Angular motion in closed loop  Linear motion error dynamics 

Figure 4.1: Illustration of the modified PD+ controller (4.12) in closed loop with uδ-PE “pertur-
bation” (4.18).

Proof. By the assumption of the spanning tree topology in the communication graph and
using Proposition 4.3, an immediate consequence of the claim is that for each vehicle i in the
group, the origin for the (x̃bi , ỹ

b
i , θ̃i, ṽxi, ṽyi, ω̃i)-dynamics is GAS. It follows from the converse

Lyapunov theorem that there exists a continuously differentiable function Vi : RˆR6 Ñ Rě0,
φ1i, φ2i P K8, and a positive definite function Wi such that

φ1i
(ˇ
ˇ(q̃bi , ṽi)

ˇ

ˇ

)
ď Vi

(
t, q̃bi , ṽi

)
ď φ2i

(ˇ
ˇ(q̃bi , ṽi)

ˇ

ˇ

)
,

V̇i ď ´Wi
(
(q̃bi , ṽi)

)
.

Then, define the Lyapunov candidate

V :=
ÿ

iPV

ÿ

jPNi

aijVi. (4.20)

It follows from Lemmas 2.4 and 2.6 in [2] that if the communication graph contains a spanning
tree, the Laplacian matrix has exactly one zero eigenvalue with an associated eigenvector 1n.
Then the Lyapunov candidate V covers all the agents in the network. Taking the time
derivative along the trajectories of the closed-loop system, we have that

V̇ ď ´
ÿ

iPV

ÿ

jPNi

aijWi
(
(q̃bi , ṽi)

)
. (4.21)

Thus, the formation error converges to zero as t Ñ 8, and we conclude that the formation
is achieved if the communication graph contains a spanning tree.
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4.4 Applications and Simulation Results

In this section, we present specific forms of the general EL model (4.1a)-(4.1b) for various
vehicles, and present numerical simulations to illustrate the effectiveness of the proposed
formation control law. The vehicles chosen are underactuated surface vessels and ground
mobile robots. The above combination of vehicles can be used in robotic manipulators
installed on boards of surface vessels and ground vehicles for coordinated load carrying in
canals, for surveillance operations where coordination between the units on bodies of water
(particularly rivers) and on the ground is needed, and for military operations to increase the
striking force from multiple sources in the sea and on the ground, to name a few examples.

4.4.1 Applications

Underactuated Surface Vessels. The EL equations for an underactuated surface vessel model
with nonlinear hydrodynamic damping are given by (4.1a)-(4.1b) with

M =

m11 0 0

0 m22 0

0 0 m33

 , C(v) =
 0 0 ´m22vy

0 0 m11vx

m22vy ´m11vx 0

 ,

D(v) =

d11|vx|α11 0 0

0 d22|vy|
α22 0

0 0 d33|ω|α33

 , G =

1 0

0 0

0 1

 ,
where mii ą 0; dii ą 0 and 0 ď αii ă 1 for i = 1, 2, 3 [45,58]. This model is also applicable to
linear hydrodynamic damping with αii = 0, which is the model used in [39,42–44]. Note that
the conditions in Assumption 4.1 can be verified directly and are satisfied for this model.

Wheeled Mobile Robots. Due to the nonholonomic constraints, the dimensions of the
tangent (velocity) space are reduced. The EL equations for a nonholonomic mobile robot
model are given by (4.1a)-(4.1b) with

M =

[
m̃ 0

0 Ĩ

]
, C(v) =

[
0 ´mdω

mdω 0

]
, D(v) = 0, G =

[
1
r

0

0 a
r

]
,

where m̃ = m+2J/r2, Ĩ = I +md2+ a2J/r2, and m, d, I, J, a, r ą 0 are constants [28,57,59].
Although there is no vy-dynamics in the model and the damping matrix D(v) is zero, the
nonholonomic constraint vy = dω suggests that the damping term introduced by the control
law Kdi makes the output of the dynamic equations strictly passive. Thus, the modified
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Figure 4.2: Directed communication topology and the weighted adjacency matrix used in the sim-
ulations.
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Figure 4.3: Time history of the RMS errors of the formation stabilization.

PD+ control law (4.12), (4.18) can be applied to this model directly, and the UGAS for the
vy-subsystem comes directly from the linear relationship between the ω-dynamics and the
vy-dynamics.

4.4.2 Numerical Simulations

Let us consider a group of six planar underactuated vehicles with the indices 0 ´ 5. Agent
0 is the leader and agents 1 ´ 5 are the followers with the communication topology graph
and the weighted adjacency matrix as shown in Figure 4.2. Note that we assume that the
communication from agent 0 to agent 5, and the communication from agent 2 to agent 4 are
twice as important as the other communication links. We assume that agents 0, 1 are surface
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Figure 4.4: Position paths in the tXY u frame of the formation stabilization.

vessels with linear hydrodynamic damping whose parameters are given as

m11,i = 1.412, m22,i = 1.982, m33,i = 0.354,

d11,i = 3.436, d22,i = 12.99, d33,i = 0.864;

agents 2, 3 are surface vessels with nonlinear hydrodynamic damping whose parameters are
given as

m11,i = 1.317, m22,i = 3.832, m33,i = 0.926,

d11,i = 5.252, d22,i = 14.14, d33,i = 2.262,

α11,i = 0.510, α22,i = 0.747, α33,i = 1.592;

agents 4, 5 are nonholonomic mobile robots whose parameters are given as

mi = 3.0, Ii = 0.025, Ji = 6 ˆ 10´6,

ai = 0.33, di = 0.08, ri = 0.05.

All the parameters are given in SI units. The desired geometric pattern in formation is
assumed to be a regular hexagon with the side length h = 2, i.e., (dx10, d

y
10) = (´1,´

?
3),

(dx21, d
y
21) = (1,´

?
3), (dx32, d

y
32) = (0, 2), (dx43, d

y
43) = (1,

?
3), (dx54, d

y
54) = (´1,

?
3). The

vehicles are assumed to be initially stationary at the coordinates

q0(0) = (0, 0, 0), q1(0) = (´5,´5, 0), q2(0) = (´2,´6, 1),

q3(0) = (3,´5, 1), q4(0) = (5,´5, 1), q5(0) = (5, 2, 0).
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Figure 4.5: Time history of the RMS errors of the formation tracking.

Formation Stabilization. In the first simulation, we assume that the desired configuration
for the group leader 0 is at the origin for all times t ě 0. The control parameters are selected
as Kpi = diagt5, 5, 5u, Kdi = diagt4, 4, 4u, kρi = 2 and ρi(t) = sin(2t) for all i P V .

The simulation results are shown in Figures 4.3-4.4, where the root mean square (RMS)
error shown in Figure 4.3 is of the form RMS([¨]i) = ( 1

n

řn
i=1 [¨]

2
i )

1/2. It can be seen from
the figures that the formation errors approach zero after 40 seconds. As shown in Figures
4.3-4.4, firstly, each vehicle converges to a small neighborhood of the desired formation po-
sition very fast. Then, it converges to the desired formation position with oscillation, and
this convergence phase is slow. This oscillation is due to the uδ-PE term αi introduced in
the control law, and it is a common phenomenon in the stabilization of nonholonomic and
underactuated systems via smooth time-varying feedbacks.

Formation Tracking. In the second simulation, we assume that the desired path for the
group leader 0 is a U-shape function, i.e.,

(xd(t), yd(t)) =

$

’

&

’

%

(0.5t, 0), 0 ď t ă 40,

(20 + 5 sin(πt
20
), 5 ´ 5 cos(πt

20
)), 40 ď t ă 60,

(20 ´ 0.5(t ´ 60), 10), 60 ď t.

The control parameters are selected as Kpi = diagt8, 8, 8u, Kdi = diagt4, 4, 4u, kρi = 4 and
ρi(t) = sin(4t) for all i P V .

The simulation results are shown in Figures 4.5-4.6. It can be seen from the figures that
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Figure 4.6: Position paths in the tXY u frame of the formation tracking.

all formation tracking errors approach zero with satisfactory performance. It is noted that
the proposed control law is essentially a PD-type controller. Thus, it is reasonable to expect
better performance and robustness with high control gains. Based on the above simulations,
the effectiveness of the proposed formation control scheme is verified.

4.5 Concluding Remarks

In this chapter, we presented a distributed control framework to simultaneously address the
formation stabilization and tracking control problem for heterogeneous planar underactuated
vehicle networks without global position measurements. The vehicles in the network are
modeled as generic EL systems and are allowed to have identical or non-identical dynamics.
The control design is developed based on partial stability theory, Matrosov’s theorem, and
uδ-PE, and guarantees GAS for the origin of the closed-loop system. The proposed controller
has a PD+ form and is relatively simple compared to existing controllers in the literature that,
in addition, solve the stabilization and tracking problems separately. Thus, it is practical and
easy to implement. One possible disadvantage of the proposed controller is that it may be
difficult for large-scale vehicles to implement the PE-based controllers since they cannot move
with high frequency.
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Chapter 5

Source Seeking for Planar Underactuated
Vehicles

5.1 Introduction

Extremum seeking (ES) is a real-time model-free optimization approach that is applicable
not only to static maps but also, somewhat uniquely, to dynamical systems [111]. Following
the development of the ES convergence guarantees by [112], and their semi-global extension
by [113], ES has been a flourishing research area, especially in the domain of autonomous ve-
hicle control for finding sources of signals (electromagnetic, optical, chemical, etc.), distance-
based localization, distance-based formation control, etc. The motivation for source seeking
algorithms by and large comes from the fact that Global Positioning System (GPS) signals
are not available in unstructured environments. Besides, the cost, weight, and complexity
of onboard inertial navigation systems (INS) that do not drift over longer periods of time
are prohibitive. Hence, autonomous vehicles that operate without GPS or INS benefit from
source seeking capabilities.

There are several different models to describe the motion of a vehicle. The simplest is
probably that of a kinematic point mass. For this particular model, the problem of source
seeking is studied in [114, 115]. A more realistic description of a vehicle is given by the
kinematic unicycle model. For this model, control laws for the source seeking problem can be
found, for example, in [116–118]. In practice, however, a vehicle is steered by the forces of an
engine. It is therefore of interest to consider models in which the acceleration is controlled.
Source seeking control laws for force-actuated point masses are presented in [114], and source
seeking control laws for force-actuated unicycles are presented in [119,120]. In addition to the
applications on ground vehicles, source seeking algorithms are extremely useful in the marine
and aerial industry and military and expect to apply to marine surface vessels, aircraft, and
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underwater vehicles. Thus, it is practical to consider the source seeking problems for a generic
force-controlled Euler-Lagrangian vehicle model.

Most real vehicles are underactuated, where by underactuated it is commonly meant that
the number of independent actuators of a vehicle is strictly lower than the number of its DOF,
as defined by the dimension of the configuration space [86]. As a consequence of the under-
actuation, the control design for these vehicles is much more difficult than for fully-actuated
vehicles [121]. Specifically, fully-actuated mechanical system models (comprising the kine-
matic and dynamic equations) can be feedback linearized into double-integrator dynamics.
This is not possible for underactuated vehicles. Furthermore, unlike (first-order) nonholo-
nomic systems, where nonintegrable constraints are imposed on system velocities (such as
in the unicycle), underactuated dynamic vehicle models describe the motions constrained
by nonintegrable acceleration constraints, and thus, ES algorithms developed for first-order
systems cannot be directly applied to underactuated vehicles.

In this chapter, we develop a novel source seeking strategy for generic force-controlled
planar underactuated vehicles. The main contributions are summarized as follows:

1) We provide a theoretical foundation for ES algorithms based on symmetric product ap-
proximations. We prove that the trajectories of a class of underactuated mechanical
systems can be approximated by the trajectories of corresponding symmetric product
systems. By incorporating symmetric product approximation, averaging, passivity, and
partial-state stability theory, we show that the P-SPUAS of a class of underactuated me-
chanical systems follows from P-UGAS of the corresponding symmetric product system.

2) We consider the dynamic model of planar vehicles, instead of considering only the kine-
matic model such as in [116, 117, 122, 123]. Furthermore, unlike the strategies presented
in [114,124–127] for fully-actuated vehicles, the proposed approach applies to strictly dis-
sipative underactuated vehicles, including boats/ships, planar underwater vehicles, etc.
and allows the vehicle to start from rest if desired.

3) The presented seeking scheme does not require any position or velocity measurements. It
requires only real-time measurements of the source signal at the current position of the
vehicle and ensures SPUAS with respect to the linear motion coordinates for the closed-
loop systems. The structure of the proposed controller is exceptionally simple and easy to
implement: the measured output is multiplied by a periodic signal and fed into the surge
force.
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5.2 Problem Statement

5.2.1 Control/Optimization Objective

Consider the planar underactuated vehicle system

q̇ = J(q)v, (5.1a)
Mv̇ + C(v)v +Dv = Gu, (5.1b)

where q = [x, y, θ]J P R3 is the configuration of the vehicle; v = [vx, vy, ω]
J P R3 is the

generalized velocity vector consisting of the linear velocity (vx, vy) in the body-fixed frame
and the angular velocity ω; u = [u1, u2]

J P R2 is the control input vector; J(q) is the kinematic
transformation matrix; M = diag tm11,m22,m33u ą 0 is the inertia matrix; C(v) = ´C(v)J

is the Coriolis matrix. The components of vector C(v)v are homogeneous polynomials in
tvx, vy, ωu of degree 2 [86]. We assume that the damping matrix D is positive definite and
constant, which implies that the damping force is proportional to the velocity.

Assume that the position-dependent nonlinear cost function ρ : R2 Ñ Rě0 is smooth and
has a global extremum, i.e., there exists a unique (x‹, y‹) P R2 such that

∇ρ(x‹, y‹) = 0 and ∇ρ(x, y) ‰ 0, @(x, y) ‰ (x‹, y‹). (5.2)

In applications, ρ(¨) may represent the distance between the vehicle and a source, the strength
of a certain (electromagnetic, optical, etc.) signal, or the concentration of chemical materials.
Without loss of generality, we assume that (x‹, y‹) is the minimum of the function ρ and the
vehicle can measure the value of ρ(x(t), y(t)) in real-time, as shown in Figure 5.1. Note that
both the extremum (x‹, y‹) and the gradient ∇ρ are unknown. Given any constant ε ą 0,
the objective is to develop a feedback controller to steer the vehicle without position and
velocity measurements such that

lim
tÑ8

|(x(t), y(t)) ´ (x‹, y‹)| ď ε. (5.3)

5.2.2 Shifted Passivity

In the existing literature, there are generally two types of source seeking schemes for vehicle
systems: 1) tuning the forward motion of the vehicle by the ES loop while keeping the angular
speed constant (e.g., [116, 118, 119]), and 2) tuning the angular motion of the vehicle by the
ES loop while keeping the forward velocity constant (e.g., [117,123,128]). In either case, the
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Figure 5.1: Illustration of source seeking problem for planar vehicles.

desired (linear/angular) velocity component is not zero, but instead has a steady-state value
corresponding to a non-zero constant input. We formulate this property from the viewpoint
of shifted passivity [129].

Consider the system (5.1a)-(5.1b) with the output η := GJv. Define the steady-state set

E := t(v, u) P R3 ˆ R2 : C(v)v +Dv ´ Gu = 0u. (5.4)

Fix (v˚, u˚) P E and the steady-state output η˚ := GJv˚.

Definition 5.1 (Shifted passivity). The system (5.1a)-(5.1b) is said to be shifted passive if
the input-output mapping (u´ u˚) ÞÑ (η´ η˚) is passive, i.e., there exists a storage function
H : R3 Ñ Rě0 such that for all (v, u) P R3 ˆ R2,

Ḣ := (∇H(v))Jv̇ ď (u ´ u˚)J(η ´ η˚). (5.5)

Proposition 5.1. Consider the system (5.1a)-(5.1b) with the steady-state input u˚ = [0, c]J,
where c ą 0 is a constant. Then, there exists ĉ ą 0 such that for all c P (0, ĉ), the system
(5.1a)-(5.1b) is shifted passive.

Proof. Fix the input u˚ = [0, c]J, and the corresponding steady-state velocity and output
are v˚ = [0, 0, ω˚]J and η˚ = [0, ω˚]J, respectively. Let the storage function be H(v) =
1
2
(v ´ v˚)JM(v ´ v˚). Then, the time derivative of H(v) along the trajectories of (5.1a)-
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(5.1b) is given by

Ḣ = (v ´ v˚)J [G(u ´ u˚) ´ C(v)v ´ Dv +Gu˚]

= (η ´ η˚)J(u ´ u˚) ´ (v ´ v˚)J [C(v)v +Dv ´ Gu˚]

= (η ´ η˚)J(u ´ u˚) ´ (v ´ v˚)JD(v ´ v˚)

´ (v ´ v˚)J [C(v) ´ C(v˚)] v˚, (5.6)

where we used (5.1b), and added and subtracted the term Gu˚ in the first identity, added
and subtracted the term (C(v)+D)v˚ in the second identity, and used Gu˚ = C(v˚)v˚+Dv˚

in the third identity. Let us denote J (v) := C(v)v˚ +Dv. From (5.6) we have

Ḣ = (η ´ η˚)J(u ´ u˚) ´ (v ´ v˚)J [J (v) ´ J (v˚)] . (5.7)

It follows from the homogeneity of C(v)v that for all v P R3, ||B [C(v)e3] /Bv|| is bounded,
where e3 = [0, 0, 1]J. Thus, we can always choose ω˚ small enough such that B [C(v)v˚] /Bv+

[B [C(v)v˚] /Bv]J ď 2D, which implies that (BJ (v)/Bv) + (BJ (v)/Bv)J ě 0 for all v P R3.
Therefore, the map J (¨) is monotone, and correspondingly, (v ´ v˚)J [J (v) ´ J (v˚)] ě 0,
which completes the proof.

5.3 Symmetric Product Approximations

5.3.1 Motivational Example

The classical averaging technique [114, 116] and the Lie bracket averaging approach [118]
cannot be directly applied to system (5.1a)-(5.1b). The classical averaging technique applies
to systems in the form

ξ̇ = εf(t, ξ, ε), (5.8)

where ε ą 0 is a small parameter and f is (almost) periodic in t. However, it is not possible
to find a transformation for rewriting system (5.1a)-(5.1b) into the form (5.8) in general [93].
The Lie bracket averaging approach applies to input-affine systems in the form [118,130]

ξ̇ = b0(t, ξ) +
m
ÿ

i=1

bi(t, ξ)
?
ωui(t, ωt), (5.9)
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where ω P (0,8), m is a positive integer, and the corresponding Lie bracket system is given
by

ζ̇ = b0(t, ζ) +
m
ÿ

i=1
j=i+1

[bi, bj](t, ζ)wji(t), (5.10)

where wji(t) = 1
T

şT

0
uj(t, s)

şs

0
ui(t, τ )dτds. For illustration, let us consider a damped double-

integrator system [
ξ̇1

ξ̇2

]
=

[
ξ2

´ξ2

]
loomoon

b0(ξ2)

+
m
ÿ

i=1

[
0

ki(ξ1)

]
looomooon

bi(ξ1)

ui(t). (5.11)

where ξ1, ξ2, ui P R, ξ = [ξ1, ξ2]
J, and ki(¨)’s represent arbitrary ξ1 (position)-dependent func-

tions. A simple calculation shows that the Lie brackets between any two input vector fields
are zero, i.e., [bi, bj] ” 0 for any i, j = 1, . . . ,m, and thus, the Lie bracket approximations
cannot be applied to the double-integrator system (5.11), let alone the system (5.1a)-(5.1b).

Next, we will show that the symmetric product approximations can be used to solve the
ES problem for (5.1a)-(5.1b). To illustrate the main idea, consider (5.11) again. We first
change the time scale by setting τ = t/ε, and let ui(t) = (1/ε)vi(t/ε). Then, (5.11) becomes

d
dτ ξ = εf(ξ) + g(τ, ξ), (5.12)

where f(ξ) = b0(ξ2) and g(τ, ξ) =
řm
i=1 bi(ξ1)vi(τ). According to the variation of constants

formula given in Appendix A.3, the corresponding pull back system is given by

d
dτ z = εF (τ, z), z(0) = ξ(0), (5.13)

where z = [z1, z2]
J and

F (τ, z) = f(z) +
8
ÿ

k=1

ż τ

0

¨ ¨ ¨

ż sk´1

0

(
adg(sk,z) ¨ ¨ ¨ adg(s1,z)f(z)

)
dsk ¨ ¨ ¨ ds1.

By direct calculations, we have

adg(s1,z)f(z) = ´

m
ÿ

i=1

vi(s1)

[
´ki(z1)

ki(z1) + k1
i(z1)z2

]
, (5.14)
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Damped Double-Integrator System

Figure 5.2: Extremum seeking scheme for the damped double-integrator system.

and

adg(s2,z)adg(s1,z)f(z) = ´

m
ÿ

i,j=1

vi(s1)vj(s2)

[
0

(ki(z1)kj(z1))
1

]
. (5.15)

Note that the structural property of the system (5.11) guarantees that the higher order terms
adg(sk,z) . . . adg(s1,z)f(z) ” 0 for all k ě 3. Thus, the pull-back vector field F can be written
as

F (τ, z) = f(z) ´

m
ÿ

i=1

[
´ki(z1)

ki(z1) + k1
i(z1)z2

]
ż τ

0

vi(s1)ds1

´

m
ÿ

i,j=1

[
0

(ki(z1)kj(z1))
1

]
ż τ

0

ż s1

0

vi(s1)vj(s2)ds2ds1.

Denote the solution of the pull-back system (5.13) by z(t). Then, it follows from the variation
of constants formula in Appendix A.3 that the solution of the system (5.12) is given by the
initial value problem

d
dτ

[
ξ1

ξ2

]
=

m
ÿ

i=1

[
0

ki(ξ1)

]
vi(τ), ξ(0) = z(τ). (5.16)

We change the time scale back to t = ετ , and it follows from (5.16) that ξ̇1 ” 0, which implies
that ξ1(t) ” ξ1(0) ” z1(t). That is, the position trajectory of the double-integrator system
(5.11) is the z1-trajectory of the pull-back system (5.13).

The basic ES scheme for the double-integrator system (5.11) is illustrated in Fig. 5.2.
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The closed-loop system can be written as[
ξ̇1

ξ̇2

]
=

[
ξ2

´ξ2

]
+

[
0

h(ξ1)

]
αω cos(ωt), (5.17)

where h(¨) is the cost function and α P R is a constant. The pull back system in time scale
τ = t/ε = ωt is given by

dz
dτ = ε

#

f(z) ´ α

[
´h(z1)

h(z1) + h1(z1)z2

]
sin(τ) ´

α2

2

[
0

(h2(z1))
1

]
sin2(τ)

+

.

The pull back system is in the form of (5.8), and the averaged pull back system in time scale
t is given by [93, Section 10.4][

˙̄z1
˙̄z2

]
=

[
z̄2

´z̄2

]
´
α2

4

[
0

2h(z̄1)∇h(z̄1)

]
. (5.18)

Letting V (z̄1, z̄2) =
α2

4
h2(z̄1)+

1
2
z̄22 and taking the time derivative along trajectories of (5.18),

we have V̇ = ´z̄22 ď 0. If the cost function h(¨) has a global minimum h(ξ‹
1) ě 0, then it

follows from the Krasovskii-LaSalle principle that the global minimum is GAS. Finally, using
the averaging theorem in [131] and the conclusion that ξ1(t) ” z1(t), the global minimum is
SPUAS for the closed-loop system (5.17), i.e., the position trajectory ξ1(t) converges to an
O(ε)-neighborhood of the global minimum point ξ‹

1 as t Ñ 8. We will now generalize this
idea to system (5.1a)-(5.1b).

5.3.2 Symmetric Product Approximations

Consider the system (5.1a)-(5.1b). Let the input vector be

u = b0 +
1

ε

m
ÿ

i=1

bi(q)wi

(
t

ε

)
, (5.19)

where ε is a positive constant, m is a positive integer, b0 = [b10, b20]
J is a constant vector,

bi(q) = [b1i(q), b2i(q)]
J, and twi(t)u are T -periodic functions satisfying

ż T

0

wi(s1)ds1 = 0, i = 1, . . . ,m, (5.20)
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ż T

0

ż s2

0

wi(s1)ds1ds2 = 0, i = 1, . . . ,m. (5.21)

Then, (5.1a)-(5.1b) with the input vector (5.19) in time scale τ = t/ε can be written as

d
dτ

[
q

v

]
= ε

[
J(q)v

´M´1[C(v)v +Dv ´ B0]

]
looooooooooooooooomooooooooooooooooon

f(q,v)

+

 0
m
ř

i=1

Biwi(τ)


looooooomooooooon

g(τ,q)

, (5.22)

where B0 = Gb0 and Bi(q) = M´1Gbi(q) for i = 1, . . . ,m. Denote f2(v) = ´M´1[C(v)v +

Dv ´ B0]. The symmetric product of two vector fields X,Y : R3 Ñ R3 corresponding to
system (5.1a)-(5.1b) is defined as

xX : Y y =
BX

Bq
J(q)Y +

BY

Bq
J(q)X ´

(
B

Bv

(
Bf2
Bv
X

))
Y. (5.23)

The symmetric product x¨ : ¨y satisfies xX : Y y = xY : Xy.
In the next theorem, we show that system (5.1a)-(5.1b) with input (5.19) can be approx-

imated by the symmetric product system

˙̄q = J(q̄)v̄, (5.24a)

M ˙̄v + C(v̄)v̄ +Dv̄ = B0 ´ M
m
ÿ

i,j=1

ΛijxBi : Bjy(q̄), (5.24b)

where
Λij =

1

2T

ż T

0

(
ż s1

0

wi(s2)ds2
)(

ż s1

0

wj(s2)ds2
)

ds1. (5.25)

Define the time-varying vector field as

Ξ(t, q) :=
m
ÿ

i=1

(
ż t

0

wi(s)ds
)
Bi(q). (5.26)

Theorem 5.1. Consider the system (5.1a)-(5.1b) with input vector (5.19) and the symmetric
product system (5.24a)-(5.24b). Assume that the initial conditions of the two systems are the
same. Denote the solutions of (5.1a)-(5.1b) and (5.24a)-(5.24b) as (q(t), v(t)) and (q̄(t), v̄(t))

for t ě 0, respectively. If the system (5.24a)-(5.24b) is GAS with respect to (x̄, ȳ, v̄x, v̄y)

uniformly in (θ̄(0), ω̄(0)), then the system (5.1a)-(5.1b) is SPAS with respect to (x, y, vx, vy)

uniformly in (θ(0), ω(0)).
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Proof. By the variation of constants formula in Appendix A.3, the corresponding pull back
system of (5.22) is given by

d
dτ

[
q̂

v̂

]
= εF(τ, q̂, v̂), (5.27)

where (q̂(0), v̂(0)) = (q(0), v(0)) and

F(τ, q, v) = f(q, v) +
8
ÿ

k=1

ż τ

0

¨ ¨ ¨

ż sk´1

0

(
adg(sk,q) ¨ ¨ ¨ adg(s1,q)f(q, v)

)
dsk ¨ ¨ ¨ ds1.

By direct calculations, we have

adg(s1,z)f(q, v) =
m
ÿ

i=1

wi(s1)

 J(q)Bi(q)(
Bf2
Bv

)
Bi ´

(
BBi

Bq

)
J(q)v

 ,
and

adg(s2,q)adg(s1,q)f(q, v) = ´

m
ÿ

i,j=1

wi(s1)wj(s2)

[
0

xBi : Bjy

]
.

Note that the symmetric product xBi : Bjy is a vector field depending only on q. Thus, the
higher order terms adg(sk,q) ¨ ¨ ¨ adg(s1,q)f(q, v) ” 0 for all k ě 3. The pull back vector field F is
given by

F = f +
m
ÿ

i=1

 J(q)Bi(q)(
Bf2
Bv

)
Bi ´

(
BBi

Bq

)
J(q)v

 ż τ

0

wi(s1)ds1

´

m
ÿ

i,j=1

[
0

xBi : Bjy

]
ż τ

0

ż s1

0

wi(s1)wj(s2)ds2ds1. (5.28)

Denote the solution of the pull back system (5.27) by (q̂(τ), v̂(τ)). Then, it follows from
Theorem A.4 that the solution of (5.22) is given by the initial value problem

d
dτ

[
q

v

]
=

 0
m
ř

i=1

Bi(q)wi(τ)

 , [
q(0)

v(0)

]
=

[
q̂(τ)

v̂(τ)

]
. (5.29)
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Therefore, we have

q(τ) = q(0) = q̂(τ), (5.30)
v(τ) = v̂(τ) + Ξ(τ, q(τ)). (5.31)

The pull back system (5.27) is in the classical averaging form [93, Section 10.4]. Consider
the average system

d
dτ

[
q̄

v̄

]
=
ε

T

ż T

0

F(τ, q̄, v̄)dτ, (5.32)

and denote the solution by (q̄(t), v̄(t)). It follows from (5.21), the symmetry of the symmetric
product, and integration by parts, that the averaged system (5.32) in time scale t = ετ is
the symmetric product system (5.24a)-(5.24b).

According to the averaging theorem [93, Theorem 10.4], there exists ε˚ ą 0 such that for
all 0 ă ε ă ε˚,

|q̂(t) ´ q̄(t)| = O(ε), and |v̂(t) ´ v̄(t)| = O(ε) (5.33)

as ε Ñ 0 on time scale 1. We recover the partial converging trajectories property by sub-
stituting (5.30)-(5.31) into (5.33). Finally, it follows directly from Proposition A.1 that the
system (5.1a)-(5.1b) is SPAS with respect to (x, y, vx, vy) uniformly in (θ(0), ω(0)), which
completes the proof.

Remark 5.1. In Theorem 5.1, instead of requiring UGAS of the symmetric product system
(5.24a)-(5.24b) as in classical averaging theory [131], we only assume (5.24a)-(5.24b) to be
P-UGAS with respect to (x̄, ȳ, v̄x, v̄y), while the remaining part of the state (θ̄(t), ω̄(t)) does
not necessarily converge to (0, 0). Correspondingly, in the source seeking design in the next
section, the approximation in the linear motion |(x, y, vx, vy) ´ (x‹, y‹, 0, 0)| = O(ε) is valid
for all t ě 0, while the angular motion of the vehicle can be persistently exciting.

Remark 5.2. The total energy of the planar vehicle is E = 1
2
vJMv. If the vector fields Bi(q)

are integrable, they can be written as Bi(q) = ∇φi(q) for some scalar functions φi(q), where
i = 1, . . . ,m. It follows from [132] that if we define symmetric product for two scalar functions
(Beltrami bracket) according to xφi : φjy := (∇φi)J∇φj, then we have ∇xφi : φjy(q) = x∇φi :
∇φjy(q) = xBi : Bjy(q). Correspondingly, the total energy of the symmetric product system
(5.24a)-(5.24b) is Eav = 1

2
v̄JMv̄ +

řm
i,j=1 Λijxφi : φjy(q̄). The term

řm
i,j=1 Λijxφi : φjy(q̄),

introduced by the “high magnitude high-frequency forces”, is called the averaged potential
[133]. Thus, the control law (5.19) can be viewed as a “potential energy shaping” technique,
where the desired potential energy function can be injected by designing appropriate input
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Euler-Lagrangian System

Figure 5.3: Source seeking scheme for planar vehicle system (5.1a)-(5.1b).

vectors Bi(q). This viewpoint shows that besides the classical averaging approach in [112]
and the Lie bracket averaging approach in [118], the symmetric product approximation can
also be used to obtain gradient information, which will be used in the source seeking design.

5.4 Source Seeking for Underactuated Vehicles

5.4.1 Source Seeking Scheme

We propose a source seeking scheme for the planar vehicle system (5.1a)-(5.1b) as it is
depicted in Fig. 5.3. In the proposed scheme, the surge force of the vehicle is tuned by
the ES loop, while the yaw torque keeps a certain constant value. The proposed surge force
tuning-based source seeking scheme is similar to the methods in [116, 118, 120], but will be
analyzed in the symmetric product approximation framework.

The control law in Fig. 5.3 is given by

u1 =
k

ε
cos

(
t

ε

)
ρ(x, y), (5.34)

u2 = c, (5.35)

where ε, k, and c are positive parameters. The gain k is used to tune the transient perfor-
mance. The small parameter ε introduces the “high-magnitude high-frequency force”, which
leads to the symmetric product approximation. The constant torque c maintains a persis-
tently exciting angular motion of the vehicle, which is necessary to establish convergence for
underactuated vehicle systems.
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5.4.2 Stability Analysis

Theorem 5.2. Consider the system (5.1a)-(5.1b) with inputs (5.34)-(5.35). Suppose that
the cost function ρ(x, y) ě 0 satisfies (5.2). Then, there exists ĉ ą 0 and for any c P (0, ĉ),
there exists ε̂ ą 0 such that for the given c and any ε P (0, ε̂) and k ą 0, the closed-loop
system is SPAS with respect to (x ´ x‹, y ´ y‹, vx, vy) uniformly in (θ(0), ω(0)).

Proof. Note that the control law (5.34)-(5.35) is in the form of (5.19), where m = 1, b0 =

[0, c]J, b1(q) = [kρ(x, y), 0]J, and w1(t) = cos(t). It can be verified that conditions (5.20)-
(5.21) hold for T = 2π. Thus, it follow from Theorem 5.1 that the closed-loop system is SPAS
with respect to (x´x‹, y´y‹, vx, vy) uniformly in (θ(0), ω(0)) if the corresponding symmetric
product system (5.24a)-(5.24b) is GAS with respect to (x̄ ´ x‹, ȳ ´ y‹, v̄x, v̄y) uniformly in
(θ(0), ω(0)). Next, we show that it is indeed the case.

By direct calculations, we have Λ11 = 1/4, and the symmetric product is given by xB1 :

B1y(q̄) = 2(m´1
11 k)

2ρ(x̄, ȳ)[ρ1
x(x̄, ȳ) cos(θ̄)+ρ1

y(x̄, ȳ) sin(θ̄), 0, 0]J, where ρ1
x(x, y) := Bρ(x, y)/Bx

and ρ1
y(x, y) := Bρ(x, y)/By. The constant torque c is selected such that Proposition 5.1

holds, and then, the system (5.24a)-(5.24b) is shifted passive under the steady-state input
u˚ = b0. Denote α = (m´1

11 k)
2/2 and Ci(¨) the i-th component of the vector ´M´1C(v̄)v̄. The

symmetric product system can be viewed as a feedback interconnection of two subsystems,
as shown in Fig. 5.4.

When the input v̄y ” 0, the nominal system of the upper subsystem is exactly the
unicycle model under passive feedback. We first prove the nominal system of the upper
subsystem (i.e., v̄y ” 0) is P-UGAS. Let V1(x̄, ȳ, v̄x) = 1

2
v̄2x+

α
2
ρ(x̄, ȳ)2, and along trajectories

of the nominal system, we have V̇1|nominal = ´ d11
m11

v̄2x ď 0, which, according to Theorem A.1,
shows that the nominal system is US and UGB with respect to (x̄´ x‹, ȳ´ y‹, v̄x) uniformly
in (θ̄(0), ω̄(0)). Then, consider the auxiliary function V2 = v̄xρ(x̄, ȳ)(ρ

1
x cos(θ̄) + ρ1

y sin(θ̄)).
Evaluating the time derivative of V2 along trajectories of the nominal system on the set
tv̄x = 0u, we have V̇2|nominal,v̄x=0 = ´αρ2(ρ1

x cos(θ̄) + ρ1
y sin(θ̄))2, which is non-zero definite. It

follows from Matrosov’ theorem [121,134] that the nominal system is UGAS with respect to
(x̄ ´ x‹, ȳ ´ y‹, v̄x) uniformly in (θ̄(0), ω̄(0)).

Second, we prove that the upper subsystem is input-to-output stable (IOS) by viewing v̄y
as input and (v̄x, ω̄) as output. Because the nominal part of the upper subsystem is P-UGAS,
for each r ą 0, there exists a constant δr ą 0 such that for all initial conditions starting in the
ball centering at the equilibrium with radius r, we have maxt|ρ1

x cos(θ̄)+ρ1
y sin(θ̄)|, |ρ1

x cos(θ̄)+
ρ1
y sin(θ̄)|2, |cρ(ρ1

x sin(θ̄) ´ ρ1
y cos(θ̄))|/d33, |ρ(ρ2

xx cos(θ̄)2 + 2ρ2
xy sin(θ̄)) cos(θ̄)|u ă δr. Let Vr =

βrV1 + V2, where βr ą 0 is a constant to be determined. It follows from Young’s inequality
ab ď a2/(2ϵ)+(ϵb2)/2 that Vr ą 0 and V̇r|nominal ď ´v̄2x´ α

2
ρ2(ρ1

x cos(θ̄)+ρ1
y sin(θ̄))2+ v̄xδr by
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(Unicycle model)

(Underactuated equation)

Symmetric Product System

Figure 5.4: Feedback interconnection of the symmetric product system (5.24a)-(5.24b).

selecting βr ą max tδ2r/α, 1 + 2m11δr/d11 + d11/(2αm11)u. Then, taking the time derivative
of Vr along trajectories of the upper subsystem, and noting that the quadratic terms ´v̄2x ´
α
2
ρ2(ρ1

x cos(θ̄)+ ρ1
y sin(θ̄))2 dominate V̇r|upper when |(v̄x, ρ(ρ

1
x cos(θ̄)+ ρ1

y sin(θ̄)))| are large, we
conclude that the upper subsystem is IOS with input v̄y and output (v̄x, ω̄).

Due to the fact that the lower subsystem in Fig. 5.4 is a stable linear system, it is also
IOS by viewing (v̄x, ω̄) as the input and v̄y as the output, and the IOS-gain can be rendered
arbitrarily small by selecting c small enough. Therefore, the symmetric product system
(5.24a)-(5.24b) is a feedback interconnection of two IOS subsystems, where the zero-state
detectability can be easily verified. It follows from the small-gain theorem [135] that, there
exists ĉ ą 0 such that the symmetric product system (5.24a)-(5.24b) is GAS with respect to
(x̄´ x‹, ȳ´ y‹, v̄x, v̄y) uniformly in (θ(0), ω(0)) for all c P (0, ĉ). Finally, we conclude that the
closed-loop system is SPAS with respect to (x ´ x‹, y ´ y‹, vx, vy) uniformly in (θ(0), ω(0))

by invoking Theorem 5.1.

Remark 5.3. Compared with the surge force tuning-based source seeking schemes in [116,
118], the presented scheme does not require an additive periodic perturbation. The additive
periodic perturbation is necessary in the Lie bracket averaging-based algorithm [118] since
it is used to introduce the back-and-forth motion of a vehicle. However, as shown in Section
5.3, only with a multiplicative periodic perturbation, the pull back system still involves an
operation that is calculating Lie bracket with the vector g, i.e., [g(s2, q), [g(s1, q), f(q, v)]].

Remark 5.4. In Theorem 5.2, it is assumed that the constant torque c must be selected
small enough. The reason is, as shown in Proposition 5.1, with a small c, the natural damping
stabilizes the underactuated equation and the symmetric product system keeps shifted passive.
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In other words, a large torque can destabilize a lightly damped system. This is why c must
be small and relative to damping.

5.5 Simulations

Consider a boat with linear hydrodynamic damping [121], where the equations are given by
(5.1a)-(5.1b) with

C(v) =

 0 0 ´m22vy

0 0 m11vx

m22vy ´m11vx 0


and D = diagtd11, d22, d33u, where

m11 = 1.412, m22 = 1.982, m33 = 0.354,

d11 = 3.436, d22 = 12.99, d33 = 0.864.

The boat is assumed to rest at the origin initially, i.e., (q(0), v(0)) = (0, 0). Assume that the
cost function is ρ(x, y) = (x ´ 2)2 + 0.5(y ´ 3)2 + 1.

It follows from (5.1a)-(5.1b) that the constant input (u˚
1 , u

˚
2) = (0, c) leads to the steady-

state velocity v˚ = (v˚
x , v

˚
y , ω

˚) = (0, 0, c/d33). Then, the constant c is chosen such that
B [C(v)v˚] /Bv + [B [C(v)v˚] /Bv]J ď 2D holds. By direct calculation, we have 4d11d22 ´

(ω˚)2(m11 ´ m22)
2 ě 0, which implies that c ď 2

?
d11d22d33/(m22 ´ m11) = 20.25. That is,

with the steady-state input u˚ = [0, c]J with c ď 20.25, the system is shifted passive.
In the first example, we select the control parameters in (5.34)-(5.35) to be c = 1, k = 1.

The simulation results are shown in Fig. 5.5 for ε = 0.1 and ε = 0.05. In the second example,
we increase the constant torque to c = 3. The simulation results of the second example
are shown in Fig. 5.6 for ε = 0.1 and ε = 0.02. It can be seen from both examples that
the position trajectory of the underactuated boat converges to the O(ε)-neighborhood of the
desired position (x‹, y‹) = (2, 3). Furthermore, as ε Ñ 0, the trajectories of the boat converge
to the trajectory of the symmetric product system which represents the ideal solution. In
general, a smaller ε leads to a smoother trajectory. The only limitation on the value of ε is
the value of the control input (5.34) which increases as ε decreases.
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Figure 5.5: Paths and configuration trajectories of the underactuated boat in source seeking (c = 1).
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Figure 5.6: Paths and configuration trajectories of the underactuated boat in source seeking (c = 3).

5.6 Experimental Results

To illustrate the algorithm’s practicality and performance in the real world, experiments were
performed with a small boat in the laboratory environment. The boat components include
electronic speed control motors and propellers, a Raspberry Pi 3, a PWM driver, and a 3000
mAh lithium polymer battery. The boat operates in a pool equipped with the Vicon motion
capture system, as shown in Fig. 5.7. The Vicon camera system captures infrared LED balls
located on the boat and provides relative distance between the feature point (source) and
the boat to the control software implemented in MATLAB/Simulink. The control signals are
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Figure 5.7: The experimental boat in the water tank.

sent to the Raspberry Pi via a Wi-Fi router.
In the experiments, we put the feature point at the position (x‹, y‹) = (´0.5,´0.5) m

and the boat starts from rest. In the first case, we selected the control parameters as c =

2.2ˆ10´3, ε = 0.5, and k = 0.08. Figure 5.8 shows the boat’s path and pose time history and
demonstrates that the boat successfully finds the source. Figure 5.8c shows the boat’s velocity
and surge force time history. In the second case, we increased the torque and frequency by
letting c = 5.5ˆ 10´3 and ε = 0.2, and kept k = 0.08. Figure 5.9 shows that the boat speeds
up and goes through a higher frequency motion. As a result, the control effort is much higher
to travel a larger distance without any improvement in convergence speed. Figure 5.9c shows
the boat’s velocity and surge force time history in the second case. In the third case, we kept
the higher torque value c = 5.5 ˆ 10´3 but increased ε = 1 and k = 0.33. It can be seen
from Fig. 5.10 that increasing the gain k may improve convergence speed, but on the other
hand, the path becomes less predictable. Figure 5.10c shows the boat’s velocity and surge
force time history in the third case. It can be observed from Figs. 5.8c, 5.9c, and 5.10c that
the boat was driven by surge force that fluctuates around zero. However, the surge velocity
does not necessarily fluctuate around zero because the backward motion of the boat has a
larger damping force compared with the forward motion.

5.7 Conclusions

The ES design for force-controlled underactuated mechanical systems without position or
velocity measurements was previously an open problem. In this work, we developed a source
seeking scheme for generic force-controlled planar underactuated vehicles by surge force tun-
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Figure 5.8: Experimental path, configuration, velocity trajectories and the surge force of the un-
deractuated boat in source seeking (Case 1: c = 2.2 ˆ 10´3, ε = 0.5, k = 0.08).
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Figure 5.9: Experimental path, configuration, velocity trajectories and the surge force of the un-
deractuated boat in source seeking (Case 2: c = 5.5 ˆ 10´3, ε = 0.2, k = 0.08).
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Figure 5.10: Experimental path, configuration, velocity trajectories and the surge force of the
underactuated boat in source seeking (Case 3: c = 5.5 ˆ 10´3, ε = 1, k = 0.33).
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ing. The control design is based on symmetric product approximations, averaging, passivity,
and partial-state stability theory. The controller does not require any position or velocity
measurements but only real-time measurements of the source signal at the current position.
The P-SPUAS is proven for the closed-loop source seeking system. Both numerical simu-
lations and experimental results of an underactuated boat are presented to illustrate the
performance of the proposed source seeker. It should be noted that the proposed source
seeking algorithm guarantees only practical asymptotic convergence. The convergence rate
is neither chosen by the user nor given by the analysis. In order to determine the settling
time, finite-time or prescribed-time design may be considered in the future.

The averaging technique of symmetric product approximation extends the earlier results
of classical averaging and Lie bracket averaging and is the basis of vibrational control for
mechanical systems. Recently, symmetric product approximation has been applied to the
extremum seeking problems for acceleration-controlled unicycles [120] and fully-actuated me-
chanical systems [127]. This chapter is devoted to an in-depth study and extends the results
in [127] to a class of underactuated mechanical systems. Other concrete open questions
include:

1) Design of symmetric product approximation-based source seeking algorithms for planar
underactuated vehicles using angular torque tuning.

2) Extension of the asymptotic convergence results of the symmetric product approximation-
based extremum seeking to finite-time and/or prescribed-time convergence.

3) Extension of the periodic averaging to stochastic averaging for the symmetric product
approximation-based extremum seeking algorithms.

4) Generalization of the results in this chapter to more generic vehicle models including
quadcopters, underactuated underwater vehicles, etc. for 3D source seeking.
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Chapter 6

Range Observer-Based Formation Control for
Spatial Underactuated Vehicle Networks

6.1 Introduction

An important theme in multi-agent control systems is decentralization, namely, distributed
algorithms where each agent senses the relative configuration variables of its neighbors with
respect to its local coordinate system [5]. In other words, distributed control schemes do not
require a global coordinator where measurements are performed by onboard sensors and are
significantly more scalable and robust compared to the centralized ones, which is extremely
useful in the Global Positioning System (GPS)-denied environments. For these controllers,
cameras and inertial measurement units (IMUs) are usually the preferred onboard sensors
compared to LiDARs due to lower weight and cost. These sensors can measure bearing
angles, postures, velocities, and accelerations, while the range between vehicles cannot be
directly measured by these sensors. Hence, the range or relative position must be estimated.
Another requirement for distributed cooperative control of multi-agent systems is communi-
cation [66]. Switching communication topologies and communication delays are common in
a communication network, and thus, they should be considered when designing a controller.

In this chapter, we focus on the distributed formation control problem for heterogeneous
networks of spatial underactuated vehicles with two degrees of underactuation. The main
contributions of this chapter are summarized as follows:

1) We solve the distributed formation control problem for a class of heterogeneous spatial un-
deractuated vehicle networks with a directed communication graph. We consider a generic
spatial vehicle model with two degrees of underactuation, which includes underwater and
aerial vehicles with one translational actuator and three rotational actuators, without any
simplification. For each vehicle, the dynamics are decoupled into two parts: the attitude
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control subsystem and the position control subsystem. Based on the cascaded structure,
the formation controller considers the nonlinearity and heterogeneity of the systems and
guarantees the global asymptotic convergence for the closed-loop system state.

2) The proposed formation control protocol works even when the vehicle network is subject
to switching topologies. It is shown that switching topologies do not matter if the com-
munication graph contains a directed spanning tree. Furthermore, the proposed control
law is robust to communication delays. To be precise, we present a generalized Slotine-
Li controller for distributed consensus of arbitrary order multi-agent systems. First, a
reference velocity trajectory that contains the position error information is defined such
that, if the velocity converges to the reference velocity, the position error will also con-
verge to zero. Next, a controller is designed to stabilize the (reduced-order) velocity error
system. The reference velocity trajectory in this work is defined by integration. As a
result, the reference velocity trajectory is always continuous due to the integral action
even under switching topologies. Based on the generalized Slotine-Li transformation, the
control design is reduced to stabilize an integrator chain.

3) Instead of requiring the relative positions, the proposed control protocol requires the
bearing angle information of the neighbor vehicles. Using the distributed sliding mode
observers, the ranges between the vehicle and its neighbors are estimated in finite time
based on the bearing, attitude, and local velocity measurements. It should be emphasized
that the bearing angles of the neighbors can be easily measured by onboard monocular
cameras, which are much cheaper and lighter than LiDARs. Furthermore, the proposed
distributed control law requires only neighbor-to-neighbor information exchange, and all
the measurements are performed by onboard sensors. The controller also has a simple
structure, and thus, is practical and easy to implement.

Compared with existing results in the literature and in contrast to existing controllers
in [61, 78, 91, 136], which are applicable only to homogeneous quadcopter networks, the ap-
proach proposed in this article can be applied to heterogeneous spatial underactuated vehicle
networks. In contrast to the existing methods in [81–84], the approach proposed in this
article does not simplify the model and considers the full nonlinear vehicle dynamics. In
contrast to the existing methods in [58, 121, 137, 138], the proposed approach is robust to
switching topologies and communication delays. In contrast to the traditional bearing-based
formation methods in [139–141], where the target formation is required to be rigid and the
group leaders are required to move at a common constant velocity, the approach proposed
in this article only requires the existence of directed spanning tree topology.
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6.2 Range Observer Design

In this section, we present a distributed finite-time sliding mode observer for range estimation
among spatial vehicles based on the relative bearing, attitude, and local velocity measure-
ments in the formation. Observer design for the range estimation problem between a spatial
robot and a static feature point is presented in [142, 143]. Compared to the observers pre-
sented in [143], the sliding mode observer proposed in this work can be applied to moving
objects, avoids open-loop integration, and guarantees finite-time estimation.

We consider a pair of agents (i, j), where agent j is the leader and agent i is the follower,
as shown in Figure 6.1. In the body-fixed frame tBiu, the relative position vector of agent j
is denoted by

ζij = R(ηi)
J(ξj ´ ξi). (6.1)

We assume that the measurable signal is the bearing angle of vehicle j in the body-fixed
frame tBiu. In other words, we measure the projection of ζij on the unit sphere centered at
the origin of tBiu, i.e.,

σij =
ζij

|ζij|
P S2. (6.2)

The bearing angle σij is well defined for all |ζij| ‰ 0. The problem is to estimate the range
rij = |ζij| based on the bearing angle σij, the attitude, and the velocity measurements.

To start with, we write the error dynamics in the body-fixed frame tBiu. Note that

˙hkkkkj

|ζij|
2 = 2|ζij|

˙hkkkkj

|ζij| =
˙hkkkkj

ζJ
ij ζij = 2ζJ

ij ζ̇ij = 2rijṙij, (6.3)

and ṙij = σJ
ij ζ̇ij. Taking time derivative of (6.1), and substituting (2.7), we obtain

ṙij = σJ
ij
[
R(ηi)

JR(ηj)vj ´ vi
]
= σJ

ij wij, (6.4)

where wij = R(ηi)
JR(ηj)vj ´vi, and we used the fact that the matrix (ωi)ˆ is skew-symmetric.

Taking time derivative of (6.2), we have

σ̇ij = ´(ωi)ˆσij +
1

rij

(
I3 ´ σijσ

J
ij
)
wij. (6.5)

Multiplying by rij and applying the stable filter α/(s + α) with α ą 0 to both sides of
(6.5) yields

α

s+ α
[rijσ̇ij] =

α

s+ α
[´rij(ωi)ˆσij] +

α

s+ α

[(
I3 ´ σijσ

J
ij
)
wij

]
. (6.6)
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Leader

Follower

Figure 6.1: Illustration of the bearing and the range of leader j with respect to follower i.

Applying Lemma A.3, the left-hand side of (6.6) becomes

αG2[rijσ̇ij] = rijG1[σij] ´ G2

[
σJ

ij wijG1[σij]
]
. (6.7)

where G1(s) = αs/(s+ α) and G2(s) = 1/(s+ α). Substituting (6.7) into (6.6) and applying
Lemma A.3 again, we obtain

rijΦij = G2

[
σJ

ij wijΦij
]
+ αG2

[
(I3 ´ σijσ

J
ij )wij

]
, (6.8)

where Φij = G1[σij] + αG2 [(ωi)ˆσij] is a continuous measurable signal.

Proposition 6.1. Consider the dynamics (6.4)-(6.5) with input wij. The sliding mode
observer

˙̂rij = σJ
ij wij ´ γ sign

␣

ΦJ
ij
(
Φijr̂ij ´ G2

[
σJ

ij wijΦij
]

´ αG2

[
(I3 ´ σijσ

J
ij )wij

])(
(6.9)

ζ̂ij = σijr̂ij (6.10)

with γ ą 0 provides a globally finite-time convergent estimate to the relative position error ζij,
i.e., there exists Tr ą 0 such that ζ̂ij(t) = ζij(t) for all t ě Tr, if the signal ΦJ

ij is persistently
exciting (PE), i.e., there exist µ, T ą 0 such that

ż t+T

t

Φij(s)
JΦij(s) ě µ, @t ě 0. (6.11)

Proof. Define the estimation error r̃ij = r̂ij ´rij. Substituting (6.8) into (6.9), the observation
error dynamics are given by

˙̃rij = ´γ sign
(
ΦJ

ij Φij
)

sign (r̃ij) . (6.12)
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Consider the Lyapunov candidate V (r̃ij) = |r̃ij|, where its derivative is calculated as

V̇ =

#

´γ sign
(
ΦJ

ij Φij
)

, r̃ij ‰ 0

0 , r̃ij = 0.
(6.13)

It should be noted that the function V is continuous, and (6.13) implies that the time
derivative of V along trajectories is non-increasing. For each r̃ij(0) ‰ 0, we have, along
trajectories, V̇ (r̃ij(t)) = ´γ, if Φij(t)

JΦij(t) ą 0, and V̇ (r̃ij(t)) = 0, if Φij(t)
JΦij(t) = 0. Due

to the PE condition (6.11) and the continuity of Φij(t), for each time interval [t, t + T ], the
measure of the set ts P [t, t + T ] : Φij(s)

JΦij(s) ě µ/T u must be (strictly) larger than zero.
Define l[a,b] as the measure of the set ts P [a, b] : Φij(s)

JΦij(s) ą 0u. We have, for all t ě 0,

l[t,t+T ] = measts P [t, t+T ] : Φij(s)
JΦij(s) ą 0u ą measts P [t, t+T ] : Φij(s)

JΦij(s) ě µ/T u ą 0.

(6.14)
Integrating both sides of (6.13) along trajectories yields V (r̃ij(t)) = V (r̃ij(0))´ γl[0,t]t. There-
fore, for each r̃ij(0) ‰ 0, there exists Tr = V (r̃ij(0))/(γl[0,t]) such that V (r̃ij(Tr)) = 0, which
proves the global and finite-time convergence.

Remark 6.1. Although we require the excitation condition (6.11) to hold for all t ě 0, it
follows from the proof of Proposition 6.1 that, to guarantee the finite-time convergence, the
excitation condition is only needed to hold on the time interval [0, Tr]. The difference is
that the PE condition (6.11) guarantees not only the finite-time convergence but also the
stability for the error system (6.12). In fact, the the function V (r̃ij) is a weak Lyapunov
function because V̇ ď 0, which shows that the system (6.12) is globally bounded and locally
Lyapunov stable. Together with the PE condition (6.11), which guarantees the global finite-
time convergence, we conclude that the system has global finite-time stability. In practical
applications, to guarantee finite-time convergence, only the finite-time excitation condition is
required, which is called the interval excitation (IE) condition. Given the initial estimation
error r̃ij(0), the time Tr can be estimated a priori. Due to the finite-time convergence, users
can implement the excitation condition in advance, and then, apply the control laws after Tr
to avoid the transient.

6.3 Formation Control Development

6.3.1 Generalized Slotine-Li Controller

As shown in Remark 2.2, the control objective is to design the virtual control law νi and input
τ̃i for double-integrator dynamics to achieve the formation. It should be pointed out that
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the extension of consensus tracking algorithms from single-integrator dynamics to higher-
order dynamics is nontrivial. Lemma A.2 shows that switching topologies do not matter
for single-integrator systems when the graph contains a spanning tree. However, for higher-
order systems, the situation is radically different. For example, even under the time-invariant
topology case, the controller parameters need to be selected carefully to achieve the consen-
sus for double-integrator dynamics [2]. Under switching topology, the analysis becomes more
complicated. In this section, we present the generalized Slotine-Li control strategy for arbi-
trary order integrator dynamics to solve the consensus tracking problem subject to switching
topologies. The main idea of the generalized Slotine-Li control strategy is to convert the con-
sensus tracking problem for a higher-order system into consensus tracking for single-integrator
dynamics.

In [144], an adaptive scheme (a.k.a. Slotine-Li controller) was proposed for trajectory
tracking control of fully-actuated EL systems with unknown parameters. The main idea of
the Slotine-Li controller is to introduce a virtual ”reference velocity”, and then, PD feedback
is employed to steer the velocity variable to the ”reference velocity”. For illustration, consider
the double-integrator dynamics ẍ = u. The objective is to design a feedback u such that x(t)
tracks the desired trajectory xd(t). To this end, define the reference velocity z = ẋd´ (x´xd)

and the ”sliding variable” s = ẋ´z. It is clear that if s(t) Ñ 0 as t Ñ 8 (i.e., the velocity ẋ(t)
converges to the reference velocity z(t)), then the position error x(t) ´ xd(t) also converges
to zero. That is, the tracking control problem for the second-order system is reduced to the
stabilization problem of a first-order system, i.e., ṡ = u ´ ż. This objective can be achieved
by simply choosing the control u = ż ´ ks with k ą 0.

The Slotine-Li controller also can be used to solve the consensus tracking problem for
multi-agent systems. Consider N double-integrator systems, i.e., ẍi = ui with xi P Rn,
i = 1, . . . , N . Define the reference velocity, the sliding variable, and the control input as

$

’

’

’

’

&

’

’

’

’

%

zi =
1

ř

jPNi
aij

ÿ

jPNi

aij [ẋj ´ (xi ´ xj)] ,

si = ẋi ´ zi,

ui = żi ´ kisi,

(6.15)

where aij and Ni are defined in Chapter 2; ki ą 0 is a constant control gain. Noting that the
control law ui = żi ´kisi guarantees that si(t) Ñ 0 exponentially, and on the sliding manifold
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tsi ” 0u, the closed-loop dynamics are given by

ẋi =
1

ř

jPNi
aij

ÿ

jPNi

aij [ẋj ´ (xi ´ xj)] . (6.16)

The first-order dynamics (6.16) are exactly the same as (A.26), and thus, it follows from
Lemma A.2 that the consensus tracking problem is solved if the communication topology
contains a directed spanning tree. In summary, the closed-loop system on the sliding manifold
tsi ” 0u recovers the classical single-integrator consensus tracking algorithm.

The algorithm (6.15) works well when the communication topology is fixed. However, it
has a fatal flaw when the topology is dynamically changing. For instance, under switching
topologies, aij(t) and the reference velocity zi(t) are no longer continuous. Thus, the control
law ui = żi ´ kisi cannot be implemented because it involves the time derivative of a dis-
continuous term. To solve this problem, instead of defining the reference velocity zi(t) as in
(6.15), we define zi(t) by integration. Consider the following algorithm

$

’

’

’

’

&

’

’

’

’

%

żi =
1

Ξi(t)

ÿ

jPNi(t)

aij(t) [ẍj ´ (α + 1)(ẋi ´ ẋj) ´ α(xi ´ xj)] ,

si = ẋi ´ zi,

ui = żi ´ kisi,

(6.17)

where α ą 0 is a control gain, and Ξi(t) is defined in (A.26). It should be pointed out that the
reference velocity zi(t) is differentiable due to the integration action, and thus, the control
law ui = żi ´ kisi is well defined. The control law ui = żi ´ kisi ensures that si(t) Ñ 0 (and
ṡi(t) Ñ 0) exponentially. Consider the closed-loop dynamics on the manifold tṡi ” 0u, which
are given by

(ẍi + αẋi) =
1

Ξi(t)

ÿ

jPNi(t)

aij(t) t(ẍj + αẋj) ´ [(ẋi + αxi) ´ (ẋj + αxj)]u . (6.18)

Note that the system (6.18) has the same structure as (A.26). It follows from Lemma A.2
that (ẋi + αxi) ´ (ẋj + αxj) Ñ 0 as t Ñ +8, for all i, j P V . Therefore, we have

(ẋi ´ ẋj) = ´α(xi ´ xj) + ϵt, @i, j P V , (6.19)

where ϵt Ñ 0. It follows from the converging-input converging-state property of stable linear
systems that (xi ´xj) Ñ 0 as t Ñ 8 [92], and thus, the consensus tracking problem is solved.
It should be noted that, if the communication topology is fixed, i.e., aij(t) ” aij for all i, j P V ,
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then the control law (6.17) reduces to the Slotine-Li controller (6.15) when α = 0.
This idea can be generalized to the m-th order integrator-chain model. The generalized

Slotine-Li controller is given by
$
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’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

’

%

z
(m´1)
i =

1

Ξi(t)

ÿ

jPNi(t)

aij(t)
[
x
(m)
j ´ (1 + αm´1)

(
x
(m´1)
i ´ x

(m´1)
j

)
´ (αm´1 + αm´2)

(
x
(m´2)
i ´ x

(m´2)
j

)
´ ¨ ¨ ¨

¨ ¨ ¨ ´ (α2 + α1)(ẋi ´ ẋj) ´ α1(xi ´ xj)
]
,

si = ẋi ´ zi,

ui = z
(m´1)
i ´ k1isi ´ ¨ ¨ ¨ ´ k(m´1)is

(m´2)
i ,

(6.20)

where the parameters α1, . . . , αm´1 are chosen such that the matrix A(α1, . . . , αm´1) is Hur-
witz, k1i, . . . , k(m´1)i are chosen such that the matrix A

(
k1i, . . . , k(m´1)i

)
is Hurwitz, and the

matrix A(¨) is defined as

A(k1, . . . , km´1) =


0 1 0 ¨ ¨ ¨ 0

0 0 1 ¨ ¨ ¨ 0
... ... ... . . . ...
0 0 0 ¨ ¨ ¨ 1

´k1 ´k2 ´k3 ¨ ¨ ¨ ´km´1

 P R(m´1)ˆ(m´1). (6.21)

Theorem 6.1. Consider the m-th order integrator-chain model x(m)
i = ui, where xi P Rn,

i = 1, . . . , N , and m,n,N P Zą0. Then, under the generalized Slotine-Li controller (6.20),
the consensus tracking problem is solved provided that Assumption 2.1 holds.

Proof. Noting that the reference velocity zi(t) is differentiable up to (m ´ 1)-th order, we
have

s
(m´1)
i = x

(m)
i ´ z

(m´1)
i . (6.22)

Substituting x(m)
i = ui into (6.22) yields s(m´1)

i = ´k1isi ´ ¨ ¨ ¨ ´ k(m´1)is
(m´2)
i . The condition

A
(
k1i, . . . , k(m´1)i

)
being Hurwitz implies that

(
si, ṡi, . . . , s

(m´1)
i

)
(t) Ñ 0 exponentially as

t Ñ +8. On the other hand, substituting z
(m´1)
i into (6.22), and denoting qi = x

(m´1)
i +

α(m´1)x
(m´2)
i + ¨ ¨ ¨ + α2ẋi + α1xi, we recover the first-order consensus algorithm

q̇i =
1

Ξi(t)

ÿ

jPNi(t)

aij(t) [q̇j ´ (qi ´ qj)] + s
(m´1)
i (t), (6.23)
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which can be viewed as an exponentially stable linear system (with respect to the equilibrium
manifold t(x1, . . . , xN) : xi = xj, @i, j P Vu) [2, 145] with an exponentially decaying input
s
(m´1)
i (t). It follows from Lemma A.2 and the converging-input converging-state property

for stable linear systems that the exponential consensus is achieved for variable qi [92]. That
is, |qi(t) ´ qj(t)| Ñ 0 exponentially as t Ñ +8, for all i, j P V . Finally, it follows from the
condition A(α1, . . . , αm´1) being Hurwitz that |xi(t) ´ xj(t)| Ñ 0 exponentially as t Ñ +8,
for all i, j P V , where the consensus tracking problem is solved under switching topologies.

Remark 6.2. Lemma A.2 shows that switching topologies do not matter for single-integrator
systems when the graph contains a spanning tree. However, as shown in [2], the consensus
tracking problem for double-integrator systems, let alone the m-th order integrator-chain, is
far more complicated than single integrator systems, especially considering directed switching
topologies [67, 145]. The generalized Slotine-Li controller proposed in this section solves the
consensus tracking problem under switching topologies for arbitrary order integrator-chain
dynamics by reducing the closed-loop dynamics into the form of the first-order consensus
system (6.23), and thus, switching topologies do not matter when the graph contains a
spanning tree. It should be pointed out that z(m´1)

i in (6.20) is derived from the linear
consensus algorithm (A.26). It also can be generalized to other nonlinear forms by considering
different first-order nonlinear consensus algorithms such as finite-time consensus protocol [69],
bounded control input consensus algorithm [2, Sec. 3.3.2], etc. The control law ui in (6.20)
can also be generalized to other nonlinear forms. For example, the first-order sliding mode
control law ui = żi ´ ki sign(si) guarantees si(t) Ñ 0 in finite time and is robust to bounded
match disturbances; or adaptive neural network control law can be used to compensate
unknown dynamics.

Remark 6.3. Another advantage of the first-order linear consensus algorithm (6.23) is, as
shown in [3] (Thm. 10.8), that under communication delays, for all i, j P V , |qi(t) ´ qj(t)| is
uniformly ultimately bounded (UUB) no matter how large the communication delay is if the
graph contains a spanning tree. Thus, a direct corollary from the proof of Theorem 6.1 is
that, under communication delays, |qi(t)´ qj(t)| is UUB, and thus, |xi(t)´xj(t)| is also UUB.
That is, for the m-th order integrator-chain network, the generalized Slotine-Li algorithm
(6.20) is robust to communication delays.

Remark 6.4. As shown in Theorem 6.1, the generalized Slotine-Li control strategy is appli-
cable to m-th order integrator-chain model. It is well-known that, under full-state measure-
ments, all fully-actuated systems can be feedback linearized into double-integrator dynamics,
and then, the generalized Slotine-Li control strategy can be applied directly. However, it is
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impossible to use preliminary feedback to convert an underactuated system into the double-
integrator dynamics. So the generalized Slotine-Li strategy may only be applied to a part of
the system dynamics. For some underactuated systems with nonholonomic constraints, such
as mobile robots and surface vessels, stabilization cannot be achieved by using continuous
time-invariant state-feedback due to the violation of Brockett’s necessary condition. As a
result, the generalized Slotine-Li strategy, which is essentially a continuous time-invariant
state-feedback, may not be applicable to such systems.

6.3.2 Formation Control Design

We apply the proposed finite-time sliding mode observer, attitude resolution, and the gener-
alized Slotine-Li design to the formation control problem for heterogeneous spatial underac-
tuated vehicle networks.

Position control design. Consider the position dynamics (2.18) and the finite-time
sliding mode observer (6.9)-(6.10). We propose the following observer-based generalized
Slotine-Li control law for νi

$

’

’

’

’

&

’

’

’

’

%

ż1i =
1

Ξi(t)

ÿ

jPNi(t)

aij(t)
[
ξ̈j ´ (α1 + 1)(ξ̇i ´ ξ̇j) + α1

(
R(ηi)ζ̂ij + dij

)]
,

s1i = ξ̇i ´ z1i,

νi = ż1i ´ k1is1i,

(6.24)

where α1, k1i ą 0 are the control gains and ζ̂ij(t) is the output of the sliding mode observer
(6.9)-(6.10).

Attitude control design. Consider the attitude subsystem (2.12). It is clear that the
attitude dynamics are decoupled and controlled by three independent control inputs, i.e.,
τ̃i = [τ̃ϕi, τ̃θi, τ̃ψi]

J. For the three cases discussed in Section 4.1, we apply the generalized
Slotine-Li control law to the independently controlled attitude variable. Specifically, for
Case 1, ϕi is independently controlled, and we propose

$

’

’

’

’

&

’

’

’

’

%

ż2i =
1

Ξi(t)

ÿ

jPNi(t)

aij(t)
[
ϕ̈j ´ (α2 + 1)(ϕ̇i ´ ϕ̇j) ´ α2 (ϕi ´ ϕj)

]
,

s2i = ξ̇i ´ z2i,

τ̃ϕi = ż2i ´ k2is2i,

(6.25)

where α2, k2i ą 0 are the control gains. Then, the thrust ui(t) and the other two desired
attitude signals (θid(t), ψid(t)) are given by (2.19)-(2.21). Given the desired trajectories
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(θid(t), ψid(t)), the trajectory tracking control design is trivial for double-integrator (θi, ψi)-
subsystems. Here, we choose the sliding mode control because of its simplicity and robustness

τ̃θi = ´λ1
˙̃θi ´ k3i sign(s3i), s3i =

˙̃θi + λ1θ̃i, (6.26)

τ̃ψi = ´λ2
˙̃ψi ´ k4i sign(s4i), s4i =

˙̃ψi + λ2ψ̃i, (6.27)

where θ̃i = θi´θid; ψ̃i = ψi´ψid; and λ1 ą 0, λ2 ą 0, k3i ą supt|θ̈id(t)|u, and k4i ą supt|ψ̈id(t)|u

are control gains. It should be pointed out that other control strategies such as linear PD+
controller or higher-order sliding mode controller also can be used to solve the trajectory
tracking control problem. For Case 2 and Case 3, replace the independently controlled
attitude variable ϕ in (6.25) by θ and ψ, respectively; generate thrust and desired attitude
signals using (2.22)-(2.24) and (2.25)-(2.27), respectively; and replace (θ, ψ) in (6.26)-(6.27)
by (ϕ, ψ) and (ϕ, θ), respectively.

Theorem 6.2. Consider the vehicle dynamics (2.18), (2.12). Suppose that Assumption 2.1
holds. Then, the controller (6.24)-(6.27), together with the finite-time sliding mode observer
(6.9)-(6.10), solves the formation tracking problem.

Proof. The vehicle dynamics (2.18), (2.12) is in the (ξi, ηi)-cascaded structure. For the ηi-
subsystem, substituting (6.26)-(6.27) into (2.12), yields ṡ3i = ´k3i sign(s3i) ´ θ̈id(t) and ṡ4i =

´k4i sign(s4i) ´ ψ̈id(t). Then, conditions k3i ą supt|θ̈id(t)|u and k4i ą supt|ψ̈id(t)|u imply
that s3i(t) Ñ 0 and s4i(t) Ñ 0 in finite time. On the sliding manifolds ts3i = 0u and
ts4i = 0u, we have ˙̃θi = ´λ1θ̃i, and ˙̃ψi = ´λ2ψ̃i, which implies that θi(t) ´ θid(t) Ñ 0 and
ψi(t) ´ ψid(t) Ñ 0 exponentially as t Ñ +8, and thus, we conclude that |ηi(t) ´ ηid(t)| Ñ 0

exponentially. In Case 2, we have ϕi(t) ´ ϕid(t) Ñ 0 and ψi(t) ´ ψid(t) Ñ 0 exponentially as
t Ñ +8, and in Case 3, we have ϕi(t) ´ ϕid(t) Ñ 0 and θi(t) ´ θid(t) Ñ 0 exponentially as
t Ñ +8. Therefore, the same conclusion |ηi(t) ´ ηid(t)| Ñ 0 also can be obtained for both
Case 2 and Case 3. Furthermore, the interconnection term gi(ηi(t), ui(t), ξ̇i(t), νi(t)) Ñ 0

as t Ñ +8 as mentioned in Remark 2.2. Moreover, it follows from Proposition 6.1 that the
finite-time sliding mode observer (6.9)-(6.10) guarantees the global finite-time convergence
of ζ̂ij(t) ´ ζij(t) Ñ 0. Thus, after a finite time Tr, ζ̂ij(t) ” ζij(t) ” R(ηi)

J(ξj ´ ξi). Replace
ξ̂ij(t) with ξij(t) in (6.24), which recovers the generalized Slotine-Li controller structure (6.17).
Also note that the controller (6.25) is exactly the same as the generalized Slotine-Li controller
(6.17). Therefore, it follows from Theorem 6.1 that ϕi(t) ´ ϕj(t) Ñ 0 as t Ñ +8. Note that
the dynamics ṡ1i = ξ̈i ´ ż1i = ´k1is1i+gi(ηi(t), ui(t), ξ̇i(t), νi(t)) can be viewed as a stable linear
system with an input term gi, and the last term gi(ηi(t), ui(t), ξ̇i(t), νi(t)) Ñ 0 as t Ñ +8.
The converging-input converging-state property of linear systems implies that s1i(t) Ñ 0 [92].
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Finally, it follows from Theorem 6.1 that the control objective (2.17) is achieved, which
completes the proof.

In contrast to existing robust control methods for underactuated systems in the literature
where the error converges to zero under bounded model uncertainties, we do not explicitly
consider model uncertainties. Although any first-order consensus algorithm can be used, in
this paper, we choose the first-order linear consensus algorithm (A.26) for simplicity, which
guarantees asymptotic convergence of the formation error under switching topologies, and
guarantees bounded formation error under bounded uncertainties, disturbances, and time
delays. However, in order to achieve asymptotic convergence of the formation error under
model uncertainties and disturbances, as claimed in Remark 6.2, the method also can be
generalized to first-order nonlinear consensus algorithms.

6.4 Numerical Simulation

In this section, we apply the proposed range observer-based formation control strategy to a
heterogeneous spatial underactuated vehicle network including one AUV and four quadrotor
unmanned aerial vehicles (UAVs). We provide numerical simulation results to verify the
performance of the proposed formation control law. All parameters are given in SI units.

The four quadrotors are numbered 1 to 4 and the AUV is agent 5. Note that the model
of the AUV can be classified into Case 1 and the model of quadrotors can be classified into
Case 3.

We assume that the desired formation shape is an inverted quadrangular pyramid. Specif-
ically, the desired formation shape of the group of quadrotors is a horizontal square with the
leader vehicle 1 located at its upper-left corner, as shown in Figure 6.2. The length of the
square sides is 5 m. The desired XY position of the AUV 5 is the center of the square in the
formation, and the desired vertical position is 15 m lower than the horizontal square. In the
simulation, the group leader is commanded to follow a circle of radius 1 m centered at (0, 0, 10)
and a constant speed of 1 rad/s. The desired yaw angle for the leader vehicle is 1 rad. The
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Figure 6.2: Directed switching topologies in the numerical simulation.
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Figure 6.3: The trajectories of the five vehicles in three-dimensional space (left) and the top view
(right).

quadrotor parameters are selected as: mi = 1 kg, Ii = diagt0.0127, 0.0125, 0.0227u kg¨m2,
Dvi = diagt0, 0, 0u, Dωi = diagt0, 0, 0u for i = 1, . . . , 4. The AUV parameters are se-
lected as: m5 = 11.85 kg, I5 = diagt0.26, 2.51, 0.27u kg¨m2, Dv5 = diagt0.85, 3.11, 0.24u,
Dω5 = diagt0.01, 1.61, 1.28u. The buoyancy force of the AUV is 114.2 N. The gravity acceler-
ation g = 9.81 kg/s2. All vehicles start from rest at the initial positions shown in Figure 6.3
and the initial Euler angles are 0. The directed communication graph G(t) switches every 5
seconds from G(1) to G(2) to G(3) and to G(4), as shown in Figure 6.2. The components of the
adjacency matrix are aij(t) = 1 if (j, i) P E(t) and aij(t) = 0 otherwise.

The observer parameters in the simulation are selected as α = 5 and γ = 5. The control
parameters for the four quadrotors are selected as k1i = 3, k2i = 3, k3i = 20, k4i = 20 for
i = 1, . . . , 4, α1 = 2, α2 = 3, λ1 = 3, λ2 = 3. The control parameters for the AUV are
selected as: k15 = 2, k25 = 1, k35 = 25, k45 = 25, α1 = 1, α2 = 1, λ1 = 5, λ2 = 5.

Simulation results are illustrated in Figures 6.3-6.6. Figure 6.3 shows the paths of all five
vehicles in three-dimensional space and the XY plane (i.e. the top view) with the formation
illustrated at t = 20 s. Figure 6.4 shows the time history of the configuration errors of the five
vehicles in the formation, where ξid = [xid, yid, zid]

J = (1/Ξi(t))
ř

jPNi(t)
aij(t)(ξj+dij). It can be

seen from Figure 6.4 that the convergence is exponential and the formation is achieved after
about 6 seconds. Figure 6.5 shows the time history of the Euler angles of the five vehicles in
the formation. The yaw angles of all four quadrotors are in consensus and converge to the
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Figure 6.4: Time history of the configuration errors of the five vehicles in the formation: position
errors (left), attitude errors (right).

desired angle (1 rad). The roll angle of the AUV converges to the desired trajectory assigned
by the quadrotors, while its yaw angle linearly increases as time tends to infinity due to
continuous rotation around its circular path. It is noted that all the roll and pitch angles are
in the interval (´π/2, π/2). The estimation errors of the range observers for the four follower
vehicles are shown in Figure 6.6. It can be seen that the convergence is achieved in finite
time, and the estimated ranges converge to the actual ranges in 4 seconds. The numerical
simulation demonstrates the effectiveness and robustness of the proposed formation controller
under switching communication topologies.

Remark 6.5. It can be seen from the proof of Proposition 6.1 that the parameter γ ą 0

determines the convergence time Tr of the observer. That is, the larger γ, the quicker
convergence of the observer. In practice, the two observer parameters α and γ are suggested
to be selected moderately in order to avoid aggressive transient. Furthermore, the control
parameters k1i, k2i, λ1, and λ2 determine the speed that trajectories converge to the sliding
surface, and are also suggested to be selected moderately in order to avoid overshooting.
The parameters α1 and α2 are usually selected as small values to guarantee the transient
performance. Finally, the parameters k3i, k4i are gains of sliding mode control, which are
suggested to be chosen larger to guarantee robustness.
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Figure 6.5: Time history of the Euler angles of the five vehicles in the formation; UAVs (left),
AUV (right).
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Figure 6.6: Time history of the estimation errors of the finite-time range observers; follower UAVs
(left), AUV (right).

6.5 Conclusions

The formation control problem for a team of heterogeneous spatial underactuated vehicles
subject to switching topologies and communication delays has been addressed without requir-
ing any relative position measurements. The spatial vehicle model is assumed to have two
degrees of underactuation, which include underwater vehicles and quadrotors. A distributed
sliding mode observer is used to estimate ranges between vehicles in finite time based on
bearing angles, vehicle attitude, and local velocity measurements. Then, the generalized
Slotine-Li controller is presented to deal with switching topologies. Global asymptotic con-
vergence is proved for the closed-loop system based on the cascaded structure of the vehicle
systems. The simulation results show the effectiveness of the proposed formation control
law.
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Chapter 7

Conclusions & Future Work

7.1 Conclusions

This dissertation mainly considers the problem of distributed coordination and formation
control for heterogeneous underactuated multi-vehicle systems.

Robust Formation Control for Planar Multi-vehicle Systems

‚ In Chapter 3, we have developed a distributed formation control approach for networks of
planar underactuated vehicles without requiring global position measurements. All vehicles
in the network are modeled as generic three degree of freedom planar rigid bodies with
two control inputs and are allowed to have non-identical dynamics.

‚ A transformation is proposed to reduce the order of error dynamics and then two sliding
mode control laws are employed to stabilize the error dynamics. It is shown that the
approach can be applied to networks of nonholonomic mobile robots, underactuated surface
vessels with various modeling complexities, and planar air vehicles. We successfully apply
the proposed approach to a time-varying formation control problem for a complex network
of heterogeneous mobile robots and surface vessels.

Formation Stabilization and Tracking Control for Planar Multi-vehicle Systems

‚ In Chapter 4, we have presented a distributed control framework to simultaneously ad-
dress the formation stabilization and tracking control problem for heterogeneous planar
underactuated vehicle networks without global position measurements. The control de-
sign is developed based on partial stability theory, Matrosov’s theorem, and uδ-PE, and
guarantees GAS for the origin of the closed-loop system.
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Source Seeking for Planar Underactuated Vehicles

‚ In Chapter 5, we developed a source seeking scheme for generic force-controlled planar
underactuated vehicles by surge force tuning. The control design is based on symmet-
ric product approximations, averaging, passivity, and partial-state stability theory. The
controller does not require any position or velocity measurements but only real-time mea-
surements of the source signal at the current position. The P-SPUAS is proven for the
closed-loop source seeking system.

Range Observer-Based Formation Control for Spatial Underactuated Vehicles

‚ In Chapter 6, we solve the distributed formation control problem for a class of heteroge-
neous spatial underactuated vehicle networks with a directed communication graph. It
is shown that switching topologies do not matter if the communication graph contains a
directed spanning tree. Furthermore, the proposed control law is robust to communication
delays.

‚ Instead of requiring the relative positions, the proposed control protocol requires the bear-
ing angle information of the neighbor vehicles. Using the distributed sliding mode ob-
servers, the ranges between the vehicle and its neighbors are estimated in finite time based
on the bearing, attitude, and local velocity measurements. It should be emphasized that
the bearing angles of the neighbors can be easily measured by onboard monocular cameras,
which are much cheaper and lighter than LiDARs.

7.2 Future Work

In this section, we outline the opportunities for future work.

On Prescribe-Time Formation Design for Underactuated Vehicle Systems

‚ In the future, one might investigate the finite-time and/or prescribed-time formation con-
trol design for both heterogeneous planar and spatial underactuated vehicle networks. It
is useful to have finite-time convergence or prescribed-time convergence of the formation
error in practical applications. Furthermore, finite-time and/or prescribed-time obstacle
avoidance problems also can be investigated by combining the approaches proposed in this
dissertation and the time transformation approach.
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On Source Seeking for Planar Underactuated Vehicles by Torque Tuning

‚ Compared with the forward motion-tuning approach, the angular motion-tuning approach
seems to be more efficient and elegant—it avoids back-and-forth (or acceleration-and-
deceleration) motion during the seeking process. For some planar aircraft, it is even unreal-
istic to generate back-and-forth trajectories in practice. Moreover, angular motion-tuning
source seeking algorithms exist in nature. For example, it was shown that sperm chemo-
taxis is a biological implementation of the angular motion-tuning source seeking algorithm.
Therefore, it is reasonable to expect angular motion-tuning source seeking algorithms for
autonomous vehicles. One might investigate the angular motion-tuning algorithm for a
generic planar underactuated vehicle. Lie bracket approximation and singular perturba-
tion analysis may be used in the design.

On Cooperative Control for Both Planar and Spatial Underactuated Vehicles

‚ In the future, one might explore the design of integrating the approaches presented in this
dissertation so that a multi-vehicle system containing both planar and spatial vehicles can
work cooperatively to achieve a common task. One might consider the formation control
problem for a group of vehicles containing both planar and spatial vehicles. With an
appropriate formation motion planning algorithm, one might also explore the formation
control design with collision/obstacle avoidance ability.
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Appendix A

Basic Notions

A.1 Partial-State Stability Notions

Consider the nonlinear interconnected system

ẋ1 = f1(x1, x2), x1(t0) = x10, t ě t0, (A.1)
ẋ2 = f2(x1, x2), x2(t0) = x20. (A.2)

where f1 : Rn1 ˆ Rn2 Ñ Rn1 is such that, for every x2 P Rn2 , f1(0, x2) = 0 and f1(x1, x2)

is locally Lipschitz in x1 uniformly in x2; f2 : Rn1 ˆ Rn2 Ñ Rn2 is such that for every
x1 P Rn1 , f2(x1, x2) is locally Lipschitz in x2 uniformly in x1. Let x1(¨) := x1(¨, x10, x20) and
x2(¨) := x2(¨, x10, x20) denote the solution of the initial value problem (A.1)-(A.2). We define
the partial-state stability as stability with respect to x1 for system (A.1)-(A.2).

Definition A.1 (P-UGAS). The system (A.1)-(A.2) is globally asymptotically stable (GAS)
with respect to x1 uniformly in x20 if the following conditions are satisfied:

1) Partial-State Uniform Stability (P-US): For each ε ą 0, there exists δ(ε) such that

|x10| ď δ(ε) ùñ |x1(t)| ď ε, @t ě 0, @x20 P Rn2 .

2) Partial-State Uniform Global Boundedness (P-UGB): For each r ą 0, there exists R(r)
such that

|x10| ď r ùñ |x1(t)| ď R(r), @t ě 0, @x20 P Rn2 .

3) Partial-State Uniform Global Attractivity (P-UGA): For each r ą 0, for each σ ą 0, there
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exists T (r, σ) such that

|x10| ď r ùñ |x1(t)| ď σ, @t ě T (r, σ), @x20 P Rn2 .

We present Lyapunov conditions for P-UG(A)S of (A.1)-(A.2). Given a function V (x1, x2),
define V̇ (x1, x2) = (BV /Bx)f(x1, x2), where x = col(x1, x2) and f = col(f1, f2).

Theorem A.1 ( [146]). Consider the interconnected system (A.1)-(A.2). If there exist a
function V : Rn1 ˆ Rn2 Ñ Rě0 of class C1, class-K8 functions α1, α2 such that for all
(x1, x2) P Rn1 ˆ Rn2,

α1(|x1|) ď V (x1, x2) ď α2(|x1|), (A.3)
V̇ (x1, x2) ď 0, (A.4)

then the system (A.1)-(A.2) is US and UGB with respect to x1 uniformly in x20. Furthermore,
if exists a positive definite function α3 such that for all (x1, x2) P Rn1 ˆ Rn2,

V̇ (x1, x2) ď ´α3(|x1|), (A.5)

then (A.1)-(A.2) is UGAS with respect to x1 uniformly in x20.

We present sufficient conditions for UGAS of time-varying interconnected systems with
partial-state stability. Consider the following time-varying interconnected system

Σ1 : ẋ1 = f1(t, x1, x2), x1(t0) = x10, t0 ě 0, (A.6)
Σ2 : ẋ2 = f2(t, x1, x2), x2(t0) = x20, (A.7)

where x = col(x1, x2) P Rn1 ˆ Rn2 . We assume that the functions f1, f2 are continuous in
their arguments, locally Lipschitz in (x1, x2), uniformly in t, and the origin (x1, x2) = (0, 0)

is an equilibrium point.

Theorem A.2. Suppose that f2 is continuously differentiable. Then, the origin of the inter-
connected system (A.6)-(A.7) is UGAS if the following conditions hold.

1) (P-UGAS with respect to x1) There exist a C1 function V1 : R ˆ Rn1 ˆ Rn2 Ñ Rě0,
functions α1, α2 P K8, and a positive definite function W1 : Rn1 Ñ R such that

α1 (|x1|) ď V1 (t, x1, x2) ď α2 (|x1|) , (A.8)
V̇1 (t, x1, x2) ď ´W1 (x1) , (A.9)
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for all (t, x1, x2) P R ˆ Rn1 ˆ Rn2.

2) (0-UGAS of Σ2) There exist a C1 function V2 : RˆRn2 Ñ Rě0, functions α3, α4 P K8,
function α5 P K, and a positive definite function W2 : Rn2 Ñ R such that

α3 (|x2|) ď V2 (t, x2) ď α4 (|x2|) , (A.10)
BV2
Bt

+
BV2
Bx2

f2 (t, 0, x2) ď ´W2 (x2) , (A.11)
ˇ

ˇ

ˇ

ˇ

BV2
Bx2

ˇ

ˇ

ˇ

ˇ

ď α5(|x2|), (A.12)

for all (t, x2) P R ˆ Rn2.

3) (|x1| is small order of W1) The function W1 satisfies

lim
|x1|Ñ8

|x1|

W1(x1)
= 0. (A.13)

Proof. Along the trajectories of (A.6), (A.7), we have

V̇2 ď ´W2 (x2) +

[
BV2
Bx2

f2 (t, x1, x2) ´
BV2
Bx2

f2 (t, 0, x2)

]
ď ´W2 (x2) +

ˇ

ˇ

ˇ

ˇ

BV2
Bx2

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

Bf2
Bx1

ˇ

ˇ

ˇ

ˇ

|x1|.

Since V2 is continuously differentiable and f2 is continuous and Lipshitz, it follows that for
each r ą 0 there exist c1 ą 0 and c2 ą 0 such that |BV2/Bx2| ď c1 and |Bf2/Bx1| ď c2 for all
t ě 0 and for all (x1, x2) P B̄r. Then, consider a Lyapunov candidate V = κV1 + V2, where κ
is a positive constant. Along the trajectories of (A.6), (A.7), we have

V̇ (t, x1, x2) ď ´κW1(x1)

[
1 ´

c1c2
κW1(x1)

|x1|

]
´ W2(x2). (A.14)

It follows from (A.13), (A.14) that the system (A.6), (A.7) is uniformly globally bounded
(UGB) by choosing κ sufficiently large. It follows from [147, Theorem 3.1] that the origin of
system (A.6), (A.7) is uniformly asymptotically stable. Thus, there exists δ ą 0 such that
|x(t0)| ă δ ñ |x(t, t0, x(t0))| Ñ 0 as t Ñ 8. The uniform global attractivity follows from
the fact that κ can be chosen arbitrarily large such that the trajectory of (A.6), (A.7) with
initial conditions starting in B̄r enters the domain of attraction Bδ for any r ą 0.

We define partial-state practical stability for interconnected systems that depends on a
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small parameter ε ą 0,

ẋ1 = f ε1 (t, x1, x2), xε1(t0) = x10, t ě t0, (A.15)
ẋ2 = f ε2 (t, x1, x2). xε2(t0) = x20, (A.16)

Let xε1(¨) := xε1(¨, t0, x10, x20) and xε2(¨) := xε2(¨, t0, x10, x20) denote the solution of the initial
value problem (A.15)-(A.16).

Definition A.2 (P-SPUAS). The system (A.15)-(A.16) said to be semi-globally practically
asymptotically stable (SPAS) with respect to x1 uniformly in (t0, x20) if for every compact set
B̄n2
r Ă Rn2 , the following conditions are satisfied:

1) For every c2 ą 0, there exists c1 and ε̂(r) ą 0 such that for all (t0, x20) P Rě0 ˆ B̄n2
r and

for all ε P (0, ε̂),
|x10| ď c1 ùñ |xε1(t)| ď c2, @t ě t0.

2) For every c1 ą 0, there exists c2 and ε̂(r) ą 0 such that for all (t0, x20) P Rě0 ˆ B̄n2
r and

for all ε P (0, ε̂),
|x10| ď c1 ùñ |xε1(t)| ď c2, @t ě t0.

3) For all c1 ą 0, c2 ą 0, there exists T (c1, c2) and ε̂(r) ą 0 such that for all (t0, x20) P

Rě0 ˆ B̄n2
r and for all ε P (0, ε̂),

|x10| ď c1 ùñ |xε1(t)| ď c2, @t ě t0 + T (c1, c2).

The notion of P-SPUAS is an extension of the notion of SPUAS [118,131,148]. It is well
known that, under the assumption that trajectories of (A.15)-(A.16) converge to trajectories
of (A.1)-(A.2) uniformly on compact time intervals as ε Ñ 0, if (A.1)-(A.2) is GAS, then the
origin of (A.15)-(A.16) is SPUAS [131,148]. We extend this claim to interconnected systems
with partial-state stability.

Definition A.3 (Partial Converging Trajectories Property). The systems (A.1)-(A.2) and
(A.15)-(A.16) are said to satisfy the partial converging trajectories property if for every T ą 0,
for every compact set K Ă Rn1 ˆ Rn2 , and for every d ą 0, there exists ε˚ such that for all
t0 ě 0, for all (x10, x20) P K and for all ε P (0, ε˚),

|xε1(t) ´ x1(t)| ă d, @t P [t0, t0 + T ]. (A.17)
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Proposition A.1. Assume that for the system (A.1)-(A.2), the flow (x1(¨), x2(¨)) is forward
complete, and that the systems (A.1)-(A.2) and (A.15)-(A.16) satisfy the partial converging
trajectories property. If (A.1)-(A.2) is GAS with respect to x1 uniformly in x20, then (A.15)-
(A.16) is SPAS with respect to x1 uniformly in (t0, x20).

Proof. We successively prove that conditions 1, 2, and 3 of Definition A.2 are satisfied.

1) Take an arbitrary c2 ą 0, and let b2 P (0, c2). By the P-US property, there exists c1 such
that

|x10| ď c1 ùñ |x1(t)| ď b2, @t ě t0, @x20 P Rn2 .

Let b1 P (0, c1), and by the P-UGA property, there exists T such that

|x10| ď c1 ùñ |x1(t)| ď b1, @t ě t0 + T, @x20 P Rn2 .

Let d = mintc1 ´ b1, c2 ´ b2u and K = t(x1, x2) P Rn1 ˆ Rn2 : |x1| ď c1, |x2| ď ru, where
r ą 0 is an arbitrary number. By the partial converging trajectory property, there exists
ε˚ such that for all (x10, x20) P K and for all ε P (0, ε˚),

|xε1(t) ´ x1(t)| ă d, @t P [t0, t0 + T ].

Thus, we conclude that for all t0 P Rě0, for all (x10, x20) P K and for all ε P (0, ε˚),

|xε1(t)| ă c2, @t P [t0, t0 + T ],

|xε1(t)| ă c1, for t = t0 + T.
(A.18)

Since |xε1(t0 + T )| ă c1, a repeated application of (A.18) yields that for all (x10, x20) P K

and for all ε P (0, ε˚), we have |xε1(t)| ă c2, @t ě t0.

2) Take an arbitrary c1 ą 0, and let b1 P (0, c1). By the P-UGB and P-UGA properties,
there exist b2 and T such that for all t0 P Rě0 and for all x20 P Rn2 ,

|x10| ď c1 ùñ |x1(t)| ď b2, @t ě t0,

|x10| ď c1 ùñ |x1(t)| ď b1, @t ě t0 + T.

Let c2 ą b2, and by the partial converging trajectory property again, we conclude that
there exists ε˚ such that for all (x10, x20) P K and for all ε P (0, ε˚), we have |xε1(t)| ă c2,
@t ě t0.

3) Take arbitrary c1, c2 ą 0. By the Item 1 proven above, there exist c3 and ε˚ such that for
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all t0 P Rě0, for all ε P (0, ε˚),

|x10| ď c3 ùñ |xε1(t)| ă c2, @t ě t0, @x20 P B̄n2
r . (A.19)

Let b3 P (0, c3), and by the P-UGA property, there exists T such that for all x20 P Rn2 ,

|x10| ď c1 ùñ |x1(t)| ď b3, @t ě t0 + T.

Let d = c3 ´ b3. Then, by the partial converging trajectory property, there exists ε# such
that for all ε P (0, ε#) and for all x20 P B̄n2

r ,

|x10| ď c1 ùñ |xε1(t) ´ x1(t)| ă d, @t P [t0, t0 + T ],

which implies that for all ε P (0, ε#) and for all x20 P B̄n2
r ,

|x10| ď c1 ùñ |xε1(t0 + T )| ă c3.

Finally, together with (A.19), we conclude that for all t0 P Rě0, for all ε P (0,mintε˚, ε#u),
and for all x20 P B̄n2

r ,

|x10| ď c1 ùñ |xε1(t)| ă c2, @t ě t0 + T,

which completes the proof.

A.2 Technical Lemmas

Consider the differential equation ẋ = f(t, x) with an equilibrium point at the origin.

Definition A.4 (Non-zero definiteness [149]). A continuous function w : Rě0 ˆ B̄ρ Ñ R is
said to be non-zero definite on the set M Ă B̄ρ if for any pair of numbers δ and R such that
0 ă δ ă R ď ρ there exist positive numbers ∆ and µ such that

|x| P [δ, R]

|x|M ă ∆

t ě 0

,

/

/

.

/

/

-

ùñ |w(t, x)| ą µ, (A.20)

where |x|M := infzPM |x ´ z|.
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Theorem A.3 (Matrosov’s theorem [149]). Suppose that there exist a continuous function
V ‹ : Rn Ñ Rě0, continuously differentiable functions V : Rě0ˆRn Ñ R and W : Rě0ˆRn Ñ

R, functions α1, α2 P K8, and for each R ą 0, there exists L ą 0 such that

(a) W and f satisfy

max t|W (t, x)|, |f(t, x)|u ď L, @(t, x) P Rě0 ˆ B̄R; (A.21)

(b) V is positive definite decrescent and V̇ is negative semi-definite, i.e., for all (t, x) P

Rě0 ˆ Rn

α1(|x|) ď V (t, x) ď α2(|x|), (A.22)
V̇ (t, x) ď ´V ‹(x) ď 0; (A.23)

(c) the function Ẇ (t, x) is non-zero definite on

M :=
␣

x P B̄R : V ‹(x) = 0
(

. (A.24)

Then, the origin of ẋ = f(t, x) is UGAS.

Lemma A.1 ( [150, restated]). Consider the following system

ẋ1 = f(t, x1) + ω(t)x2,

ẋ2 = ´p ω(t)J

[
BV

Bx1

]J

,
(A.25)

where x1 P Rn1, x2 P R, f : Rě0 ˆ Rn1 Ñ Rn1, ω : Rě0 Ñ Rn1, V : Rě0 ˆ Rn1 Ñ Rě0 and
p ą 0 is a constant. Let the following assumptions A1-A3 hold.

A1.) There exist class K8 functions α1(¨) and α2(¨), and a positive definite function α3(¨)

such that, for all t ě 0, and x1 P Rn1,

α1(|x1|) ď V (t, x1) ď α2(|x2|),

BV

Bt
+

BV

Bx1
f(t, x1) ď ´α3(|x1|), a.e.

A2.) There exists a continuous nondecreasing function β : Rě0 Ñ Rě0 such that, for all
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t ě 0, and x1 P Rn1,

max
"

|f(t, x1)|,

ˇ

ˇ

ˇ

ˇ

BV (t, x1)

Bx1

ˇ

ˇ

ˇ

ˇ

*

ď β(|x1|)|x1|, a.e.

A3.) The function ω(¨) is bounded with a bounded first derivative, smooth and persistently
exciting (PE), i.e., there exists T ą 0, µ ą 0 such that

ż t+T

t

|ω(τ)|2dτ ě µ, @t ě 0.

Then the origin of (A.25) is UGAS. Furthermore, if the origin of system ẋ1 = f(t, x1) is
UGES then the origin of (A.25) is UGES.

Lemma A.2 ( [2], Theorem 3.11). Consider the single-integrator dynamics ẋi = ui, where
xi P Rn, i = 1, . . . , N with the network communication graph satisfying Assumption 2.1.
Then, under the control law

ui =
1

Ξi(t)

ÿ

jPNi(t)

aij(t) [ẋj ´ α(xi ´ xj)] , i = 1, . . . , N, (A.26)

where Ξi(t) =
ř

jPNi(t)
aij(t), and α ą 0 is a constant, the consensus tracking problem is solved.

Lemma A.3 (Swapping lemma [151]). For continuous differentiable signals x, y : Rě0 Ñ R,
the following holds for any α ą 0

α

s+ α
[xy] = y

α

s+ α
[x] ´

1

s+ α

[
ẏ

α

s+ α
[x]

]
. (A.27)

A.3 The Variation of Constants Formula

Consider the dynamic system

ẋ = g(t, x), x(0) = x0, (A.28)

where the vector field g(t, x) is locally Lipschitz in x uniformly in t. The flow map Φg
0, t(¨) is

a diffeomorphism, which describes the solution of (A.28) at time t, i.e., x(t) = Φg
0, t(x0).

Given a diffeomorphism ϕ and a vector field f , the pull back of f along ϕ, denoted by
ϕ˚f , is the vector field

(ϕ˚f)(x) :=

(
Bϕ´1

Bx
˝ f ˝ ϕ

)
(x), (A.29)
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where (f ˝ ϕ)(x) = f (ϕ(x)). The variation of constants formula [86, 152] characterizes the
relationship between the flow of f + g and the flows of f and g.

Theorem A.4 (Variation of constants formula). Consider the dynamic system

ẋ = f(t, x) + g(t, x), x(0) = x0, (A.30)

where f, g : Rě0 ˆ Rn Ñ Rn are smooth vector fields. If z(t) is the solution of the system

ż(t) =
((
Φg

0, t

)˚
f
)
(t, z), z(0) = x0, (A.31)

then the solution x(t) of the initial value problem

ẋ = g(t, x), x(0) = z(t) (A.32)

is the solution of system (A.30).

System (A.31) is called the pull back system. Furthermore, if f is a time-invariant vector
field and g is a time-varying vector field, then the pull back of f along Φg

0, t is given by

((
Φg

0, t

)˚
f
)
(t, x) = f(x) +

8
ÿ

k=1

ż t

0

¨ ¨ ¨

ż sk´1

0

(
adg(sk,x) ¨ ¨ ¨ adg(s1,x)f(x)

)
dsk ¨ ¨ ¨ ds1. (A.33)
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