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Abstract— For nonlinear systems that admit continuous-time
stabilizing controllers, we propose a Lyapunov-based technique
to map this continuous-time control input into a sequence of
discrete impulses while guaranteeing the desired performance
of the closed-loop system. Specifically, a numerical algorithm,
running in real-time, determines the instants of control impulse
injections into the system based on comparison of a Lyapunov
function value predicated on continuous-time control and on
impulse control. No control input is applied to the system
throughout the operation except for these occasional impulsive
control injections. The main advantage of the proposed tech-
nique is two-fold: first, it allows to significantly reduce control
effort while still achieving the desired control objective and
secondly, our method takes into account the control saturation
limits as part of the underlying design. We apply this technique
to design decentralized cooperative control for the formation
flying of multiple satellites and spacecraft distributed along the
orbit. These vehicles typically use discrete burns to reduce
fuel consumption, and hence, the proposed technique is well-
suited for such application. We demonstrate its efficacy through
numerical simulations.

1. INTRODUCTION
Lyapunov theory serves as a fundamental tool for the devel-
opment of continuous-time control strategies for nonlinear
systems [1, 2]. However, continuous-time control may be
inefficient or infeasible in certain applications. For instance,
satellites and spacecraft often rely on impulsive discrete con-
trollers for tasks such as station-keeping, orbital transfers, or
collision avoidance maneuvers. In these scenarios, impulsive
thrusters provide control forces and moments for brief dura-
tions, while most of the time, the control input remains zero
to conserve fuel. Another example where continuous-time
control is impractical involves rockets, missiles, and vehicles
guided by single-use thrusters [3,4]. These thrusters function
as miniature explosive devices attached to the vehicle, using
the reaction force from the explosion to guide its trajectory.
Similar to satellite applications, the control input from the
reaction force is applied over a short period of time, with no
control effort during the remaining time.

One method for converting continuous-time inputs into a
sequence of impulsive inputs is through sampled-data control
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[5, 6]. In this approach, a discrete-time control input is de-
signed for a discretized model of the continuous-time system
and implemented on the continuous-time model using a zero-
order hold. While this method has been effective, it presents
two main challenges. First, it is not yet definitively proven
that the discrete-time control input, combined with zero-order
hold, asymptotically stabilizes the continuous-time system, a
critical aspect often overlooked in practice. Second, this ap-
proach necessitates the piecewise continuous implementation
of the control input, which may not be feasible in applications
with limited control resources, such as missiles or rockets
guided by single-use thrusters.

To address the latter issue, the concept of hands-off control
was introduced [7–9], which involves applying a constant
control input for a finite time period while maintaining zero
control for the majority of the time. The idea is that the dura-
tion of zero control is significantly longer than the periods of
active control. A related concept, maximum hands-off control
[10, 11], aims to maximize the sparsity of control inputs,
prolonging the intervals during which no control is applied.
This idea is tied to the earlier notion of minimum attention
control [12], a concept specialized for linear systems [13],
which argues that the simplest form of control is constant
control. Other approaches, such as event-triggered control
[14] and self-triggered control [15], focus on designing feed-
back controllers that determine the control input value and the
precise moment when it should be applied.

In this paper, we propose a new technique, based on Lya-
punov theory, to map continuous-time control inputs into a
sequence of impulses while ensuring the desired closed-loop
performance. A real-time numerical algorithm determines
the timing of control impulse injections by comparing the
value of a Lyapunov function under continuous-time control
with that under the impulse control. The control objective
is to ensure that the Lyapunov function value under impulse
control remains lower than that of the continuous-time con-
trol. Since the continuous-time control converges to zero
over time, the impulse control guarantees that the Lyapunov
function value is driven to zero, thereby achieving the desired
system performance. This approach reduces the control effort
compared to continuous-time controllers by applying control
as discrete pulses of short duration. Additionally, the method
incorporates actuator saturation limits, making it suitable for
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real-world systems with practical control constraints.

The satellite constellation composed of small satellites has re-
ceived considerable attention over the past decade. Compared
to bulky individual satellites such constellations offer advan-
tages in terms of lower launch costs and increased system
flexibility and reliability. Consequently, numerous formation-
flying missions have been developed and successfully con-
ducted. In this paper, we implement the proposed Lyapunov-
based thruster management methodology in the problem of
decentralized satellite formation flying control. Numerical
simulations are performed to demonstrate the effectiveness
of the proposed approach. By comparing the results of
the impulsive controller with those of the continuous-time
controller, it is evident that the impulsive controller shows
significant potential for reducing energy consumption. Fur-
thermore, the inherent feature of the proposed approach takes
into account the control saturation limits which is another key
advantage, compared to traditional continuous-time control
based on Lyapunov theory.

The structure of the remaining paper is as follows. Section 2
presents the methodology for transforming a continuous-time
controller into an impulse sequence. Section 3 provides a
general introduction to the modeling and equations of motion,
along with the approaches used in developing the continuous-
time controller. Simulations of decentralized satellite forma-
tion flying and comparative results are discussed in Section 4,
and conclusions are drawn in Section 5.

2. TRANSFORMING CONTINUOUS-TIME
CONTROL INTO AN IMPULSE SEQUENCE

In this section, we present a technique for transforming a
stabilizing continuous-time control input into a sequence of
discrete impulses, i.e., pulse inputs of short time duration, to
stabilize a nonlinear system. This approach is particularly
relevant, and often essential, in scenarios such as the satellite
formation flying control. Generally, consider a nonlinear
dynamical system of the form

ẋ(t) = f(t, x(t), u(t)), x(0) = x0, t ≥ t0, (1)

where x(·) ∈ Rn represents the state and u(·) ∈ Rm denotes
the control input. Assume that there exists a continuous-time
feedback control law u(t) = ϕ(x(t)) such that the origin of
the closed-loop system

ẋ(t) = f(t, x(t), ϕ(x(t))), x(0) = x0, t ≥ t0, (2)

is asymptotically stable within a domain D ⊆ Rn. According
to the converse Lyapunov theorem (see Theorem 4.8 in [2]),
there exists a positive definite function Vc : D → R and a
class K function γ(·) such that

V̇c(x) = V ′
c (x)f(t, x, ϕ(x)) ≤ −γ(∥x∥), x ∈ D, t ≥ t0.

(3)
In practical applications, to establish the stability of a control
input u(t) = ϕ(x(t)), it is often necessary to identify a Lya-
punov function Vc : D → R such that the stability condition
in (3) is satisfied. In other words, both the control law ϕ(·)
and V (·) are typically known functions. Furthermore, from
the inequality in (3), it follows that for any ti > t0 and tf > ti,

∆Vc ≜ Vc(x(tf))− Vc(x(ti))

=

∫ tf

ti

V ′
c (x(t))f(t, x(t), ϕ(x(t)))dt < 0,

(4)

which shows that the Lyapunov function Vc decreases over
time along trajectories of (2). We denote by Vϕ(x(t)) the
value of Vc(x(t)) along trajectories of (2).

Now, instead of utilizing a continuous-time control input, we
consider a piecewise constant control strategy. Specifically,
for the control input vector u(·) = [u1(·), . . . , um(·)]⊤ in (1),
let u∗

σ , σ = 1, . . . ,m, represent a constant value for each
corresponding control input uσ(·), σ = 1, . . . ,m. We define
the constant control vector as

u∗ ≜ [u∗
1, . . . , u

∗
m]⊤ ∈ Rm, (5)

where u∗
σ > 0, σ = 1, . . . ,m. Additionally, we introduce

the matrix M ∈ Rm×m, defined as M = diag[α1, . . . , αm],
where

ασ =

1, if uσ is applied in the positive direction,
−βσ, if uσ is applied in the negative direction,
0, if uσ is not applied,

(6)
and βσ > 0, σ = 1, . . . ,m, accounts for asymmetric control
saturation limits in the positive and negative directions. For
simplicity, in the numerical simulations, we assume βσ = 1,
σ = 1, . . . ,m.

Next, we define the vector

uT = Mu∗ = [α1u
∗
1, . . . , αmu∗

m]⊤, t ∈ [t∗, t∗+∆t], (7)

as the control input applied to the system in (1) at the time
instant t∗ for a duration ∆t. Now, consider the time interval
t ∈ [ti, tf ], with tf denoting the time instant when the control
input uT is activated in the system described by (1). The
control input over this period is given by

u(t) =

{
0, ti ≤ t < tf ,
uT, tf ≤ t ≤ tf +∆t,

(8)

which is the piecewise constant control input applied to the
system over the time interval t ∈ [ti, tf ]. We denote by
VT(x(t)) the value of Vc(x(t)), where x(t) being the state of
the closed-loop system governed by (1) and the control input
described by (8).

Thus, over the interval of time t ∈ [ti, tf + ∆t], the value of
the Lyapunov function at tf +∆t is expressed as

Vϕ ≜Vϕ(x(tf +∆t)) = Vc(x(ti))

+

∫ tf+∆t

ti

V ′
c (x(t))f(t, x(t), ϕ(x(t)))dt,

(9)

where x(t) is the solution to the closed-loop system (2) with
initial conditions x0 = x(ti) and t0 = ti. Similarly, the value
of the Lyapunov function under the control uT is defined as

VT ≜ VT(x(tf +∆t)) = Vc(x(ti))

+

∫ tf

ti

V ′
c (x(t))f(t, x(t), 0)dt+

∫ tf+∆t

tf

V ′
c (x(t))f(t, x(t), uT)dt,

(10)
where in the first integral, x(t) is the solution to (1) with
u(t) ≡ 0, initial state x0 = x(ti) and t0 = ti; in the second
integral, x(t) is the solution to (1) with u(t) = uT, initial
state x0 = x(tf) and t0 = tf . When the control duration ∆t
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Figure 1: Schematic illustration of functions Vϕ(x(t)) and
VT(x(t)) over time.

is small, VT can be approximated by

VT ≈ Vc(x(ti)) +

∫ tf

ti

V ′
c (x(t))f(t, x(t), 0)dt

+ V ′
c (x(tf))f(tf , x(tf), uT)∆t.

(11)

Since ϕ(·) is a stabilizing control, inequality (3) guarantees
that for any x ∈ D, there exists a control vector ϕ(x) ∈ Rm

that satisfies (3). Therefore, it is always possible to find uT ∈
Rm such that

V ′
c (x(tf))f(tf , x(tf), uT) < 0. (12)

One possible approach to selecting uT is to minimize the
following expression:

uT = arg min
α1,...,αm

[V ′(x(tf))f(tf , x(tf), uT)], (13)

subject to (12), where ασ , σ = 1, . . . ,m, are defined as in
(6).

Given that the value of the Lyapunov function Vϕ, under the
continuous-time control input ϕ(·), is guaranteed to converge
to zero over time, the control objective is to design the im-
pulsive control inputs uT and their corresponding application
times ti in such a way that VT also converges to zero over
time. To achieve this objective, we propose the following
method and develop a real-time numerical procedure to im-
plement it.

We select the control inputs uT ∈ Rm and their correspond-
ing implementation times tf ≥ t0 such that, after applying
the control input to the system described in (1), the following
inequality is satisfied

ϵVϕ(x(tf+∆t)) < VT(x(tf+∆t)) < Vϕ(x(tf+∆t)), (14)

where ϵ ∈ [0, 1) is a design parameter chosen to be close to 1.
Consequently, the time evolution of Vϕ(x(t)) and VT(x(t)),
as illustrated in Figure 1, can be anticipated.

To clarify the numerical procedure associated with our ap-
proach, let ts represent the integration sampling time, and
define tf = ti + ts as the first instance after ti at which
we calculate Vϕ and VT according to equations (9) and (11),
respectively. The control input uT is selected in the form
of (7) based on the optimization condition in (13). Given
that the integral term in (11) is typically very small due to
the narrow integration limits, inequality (14) may not hold,
meaning that VT(x(tf +∆t)) could be significantly less than
ϵVϕ(x(tf + ∆t)). In such cases, the control input uT is not
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Figure 2: Schematic illustration of SFF system

applied to the system (1), and the system is allowed to evolve
with u(t) = 0 until the next sampling time.

At the next instance, tf = ti + 2ts, the procedure is repeated.
If inequality (14) still does not hold, indicating that VT
remains significantly smaller than Vϕ, we again refrain from
applying uT and allow the system to continue evolving with
u(t) = 0 until the next sampling time. This process is
repeated until inequality (14) is satisfied. At this moment
tf , the control vector uT, obtained from (13), is applied to
the system (1). The process then continues by updating the
initial time to ti = tf +∆t, and the next control time is set as
tf = ti + ts, following the same protocol.

It is important to note that at each time step, the numerical al-
gorithm evaluates the values of Vϕ(x(tf+∆t)) and VT(x(tf+
∆t)) as if uT were applied to the system (1) at t = tf .
However, the control input uT is actually implemented only at
those times tf when inequality (14) is satisfied. Additionally,
between these control implementation times, VT(x(·)) may
increase. Therefore, the trigger condition in inequality (14)
can be supplemented with an additional condition to limit
the increase in VT(x(·)) between control applications. This
could lead to more frequent control implementations. Lastly,
since lim

t→∞
Vϕ(x(t)) = 0, the control strategy ensures that

lim
t→∞

VT(x(t)) = 0, guaranteeing that the closed-loop system

state x(t) converges to zero as t → ∞.

3. COORDINATION CONTROL FOR
FORMATION FLYING OF MULTIPLE

SATELLITES
We begin this section by describing the motion equations
governing satellite formation flying. Subsequently, utilizing
the motion equations we define the error dynamics of the
system. Then, two continuous-time feedback control laws
are proposed to stabilize the origin of the closed-loop error
dynamics. Additionally, we introduce the functions necessary
for the mapping of continuous-time control to impulse se-
quences such as Vϕ(x(t)) and VT(x(t)), which are defined in
equations (9) and (10) in Section 2, for the satellites formation
control.
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System Model

In this section, we introduce the spacecraft formation flying
(SFF) system model. Figure 2 presents a schematic of an
Earth-orbiting SFF configuration, consisting of a chief satel-
lite and multiple deputy satellites, all in circular orbits. The
deputy satellites follow the trajectory of the chief satellite,
maintaining a specified distance from the chief and among
themselves to preserve the desired formation structure. The
inertial coordinate system, denoted as O-XY Z, is fixed at
the center of the Earth. In contrast, the perifocal coordi-
nate system O-x̂ŷẑ is also centered at the Earth, with its
fundamental plane coinciding with the instantaneous orbital
plane. In this system, the unit vector x̂ points from the
Earth’s center towards the instantaneous periapsis, while ẑ
is normal to the orbital plane and oriented in the direction
of the orbital angular momentum vector. The unit vector
ŷ completes the right-handed coordinate system [16]. Let
qi = [xi, yi, zi]

⊤ represent the position vector of the i-th
satellite in the Earth-Centered Inertial (ECI) reference frame,
where i = 0, 1, 2, 3, · · · , N , and subscript 0 to refer to the
chief satellite. The equations of motion for the satellite,
neglecting the effects of gravitational perturbations and thrust
uncertainties, can be written in the ECI frame as follows:

ẍi = − µ

r3i
xi + ui,x,

ÿi = − µ

r3i
yi + ui,y,

z̈i = − µ

r3i
zi + ui,z,

(15)

where ri = ||qi|| =
√

x2
i + y2i + z2i , µ is the gravitational

constant of the Earth, and ui = [ui,x, ui,y, ui,z]
⊤ represents

the thrust control input.

In this study we assume that the chief satellite follows a pre-
defined circular orbit without external interference, meaning
the control input for the chief satellite u0 is zero. Addition-
ally, all deputy satellites are initially positioned and moving
along this predefined circular orbit. Furthermore, it is im-
portant to note that, unlike centralized control systems where
each agent has access to global information and complete
situational awareness, in decentralized control each agent can
only obtain local relative position information with respect to
its neighbors. Therefore, in this study, we assume that only
the chief satellite knows its global position, while the deputy
satellites do not. Each deputy satellite relies solely on local
measurements to achieve the global formation task.

Error Dynamics

To establish the error dynamics for the SFF model, we begin
by defining the offset vector li,j(t) ∈ R3, t ≥ 0, which
represents the time-varying difference between the general-
ized position vectors of the i-th and the j-th agents. This
vector describes the desired formation of the network, where
i = 1, · · · , N , j ∈ Ji. The set Ji is defined as:

Ji ⊂ {0, 1, · · · , N} \ {i}, i = 1, · · · , N,

and represents the set of all agents whose position and ve-
locity vectors are available to the i-th agent. In other word,
agent j ∈ Ji serves as the leader of the agent i. Let the
position vectors of the i-th and j-th agents be denoted by
qi = [xi, yi, zi]

⊤ and qj = [xj , yj , zj ]
⊤, respectively. The

error variable q̃i = [q̃i,x, q̃i,y, q̃i,z]
⊤, which needs to be driven

to zero, is defined as:

q̃i ≜ qi −
∑
j∈Ji

wij(qj + li,j(t)), i = 1, · · · , N, (16)

where wij > 0,
∑

wij = 1 represents the weighting factor
of each leader agent j relative to follower i. In other words,
we assume that the communication network topology among
satellites forms a directed spanning tree. It follows that the
formation is achieved if the error (16) is driven to zero for
each leader-follower pair [17].

Considering the specific satellite formation addressed in this
paper, the deputy satellites follow the chief satellite in a se-
quential manner, with each maintaining a designated distance
from its neighboring satellite. We assume that each deputy
satellite i has only one leader i − 1. Specifically, the chief
satellite, denoted by the subscript 0, serves as the leader
for the first deputy satellite (i = 1), while the first deputy
satellite, in turn, acts as the leader for the second deputy
satellite (i = 2). Consequently, the position and velocity
of this leader are measurable for the corresponding deputy.
Based on this assumption, the error variable in (16) can be
simplified to:

q̃i ≜ qi − qi−1 − li(t), i = 1, · · · , N, (17)

where, with an abuse of notation, li(t) = li,i−1(t). The error
dynamics are obtained by taking the second time derivative
of (17) and are given by

¨̃qi = − µ

r3i
qi + ui +

µ

r3j
qi−1 − ui−1 − l̈i(t), (18)

where ui and ui−1 denote the control inputs for the i-th and
(i− 1)-th agents, respectively.

It is important to note that, in this study, we assume all
satellites are moving within the same circular orbit, and
we ignore altitude variations resulting from thruster firings
during formation control. Consequently, the magnitude ri of
the position vector qi is a constant. That is, ri = r for all
i = 0, 1, . . . , N . With this assumption, the error dynamics
between the i-th deputy satellite and its leader can be written
as

¨̃qi = − µ

r3
(q̃i + li(t))− l̈i(t) + ui − ui−1, (19)

where i = 1, . . . , N and u0 = 0, since the chief satellite
follows a predefined orbit without any external control input,
the term u0 is zero in this case.

Formation Tracking Control

The objective of decentralized formation control is to design
the inputs ui such that the origin of the error dynamics (19)
for all follower agents i = 1, · · · , N is globally asymptoti-
cally stable (GAS).

The procedure for deriving the impulse controller for satellite
formation flying begins with designing the continuous control
laws ui to ensure that the origin for (19) is GAS. Subse-
quently, assuming that the communication topology forms a
directed spanning tree we demonstrate that the overall closed-
loop multi-agent system exhibits a cascaded structure. By
employing the cascade arguments presented in [18], we show
that the formation is achieved.
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Formation Control Design I: Backstepping—The stabilization
problem for the error system (19) can be solved using the
standard backstepping technique. Specifically, define zi =
˙̃qi+kq̃i, where k > 0, and consider the following control law

ui = −α

β
q̃i − k ˙̃qi +

µ

r3
q̃i − λzi +

i∑
j=1

hj(t), (20)

where α, β, λ > 0, and

hj(t) =
µ

r3
lj(t) + l̈j(t). (21)

Note that the function li(t) is assigned by the topology
designer. Hence, in (20), the term hj(t) is a time-dependent
function that is known in advance of the formation.

Let us first consider the first deputy satellite (i = 1) and its
leader 0. Under the control law (20) the closed-loop system
in error coordinates is then given by

˙̃q1 = z1 − kq̃1,

ż1 = −α

β
q̃1 − λz1.

(22)

The time derivative of the positive definite function

Vc,1 =
1

2
αq̃⊤1 q̃1 +

1

2
βz⊤1 z1 (23)

is given by

V̇c,1 = −αkq̃⊤1 q̃1 − λβz⊤1 z1 < 0 (24)

for all α, β, λ, k > 0. Therefore, the origin of the closed-loop
system (19) is GAS for i = 1. For other cases, substituting
the controller (20) into the error dynamics (19), the closed-
loop error system becomes

˙̃qi = zi − kq̃i,

żi = −α

β
q̃i − λzi +

i−1∑
j=1

hj(t)− ui−1(t, q̃i−1, zi−1),
(25)

where i = 2, . . . , N . Define ξi = [q̃i, zi]
⊤, and the overall

closed-loop multi-agent error dynamics are given by

ξ̇1 = Aξ1, (26a)

ξ̇2 = Aξ2 + g1(t, ξ1), (26b)
...

ξ̇N = AξN + gN−1(t, ξN−1), (26c)

where

A ≜

[
−k 1
−α

β −λ

]
,

gi(t, ξi) ≜

[
0∑i

j=1 hj(t)− ui(t, q̃i, zi)

]
.

We have the following result.

Theorem 1: Consider the error dynamics (19) and the control
law (20) for all i ∈ {1, · · · , N}. Let the control parameters
be selected as α, β, λ, k > 0. Then, the formation tracking
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Figure 3: Schematic illustration of Barrier Lyapunov Func-
tion

control problem is solved, and the origin of the closed-loop
multi-agent system, ξ = 0, where ξ = [ξ⊤1 , . . . , ξ⊤N ]⊤, is
GAS. Hence, the desired coordination of the SFF model is
achieved.

Proof: We complete the proof by induction. First, note
that the matrix A is Hurwitz, and thus, for i = 1, the origin
of (26a) is globally exponentially stable (GES). We have that
ξ1 = [q̃1, z1]

⊤ → 0 exponentially. For i = 2, the system
(26a)-(26b) has a cascaded structure. It follows from (20)
that

g1(t, ξ1) =

[
0

h1(t)− u1(t, q̃1, z1)

]
→ 0 (27)

as ξ1 → 0 because u1(t, q̃1, z1) → h1(t) as (q̃1, z1) → 0.
By applying the cascades argument [18, Theorem 2], we
conclude that the equilibrium point (ξ1, ξ2) = (0, 0) is GES.
Denote the system (26a)-(26b) as ζ̇2 = fcl,2(t, ζ2), where
ζ2 ≜ [ξ⊤1 , ξ⊤2 ]⊤.

Next, for i = 3, we have

ζ̇2 = fcl,2(t, ζ2) (28a)

ξ̇3 = Aξ3 + g2(t, ξ2), (28b)

which is, again, a cascaded system. Note that g2(t, ξ2) → 0
as ζ2 → 0. Thus, by applying the cascades argument [18,
Theorem 2] again, we conclude that the equilibrium point
(ζ2, ξ3) = (0, 0) for (28) is GES. Denote the system (28)
as ζ̇3 = fcl,3(t, ζ3), where ζ3 ≜ [ζ⊤2 , ξ⊤3 ]⊤. For i = 4, the
closed-loop system is

ζ̇3 = fcl,3(t, ζ3) (29a)

ξ̇4 = Aξ3 + g3(t, ξ3). (29b)

The previous arguments, as in the case of i = 3, now apply to
equations (29). Therefore, the result follows by induction.

Formation Control Design II: Backstepping with Barrier
Lyapunov Functions—A Barrier Lyapunov Function (BLF)
is commonly used in controller design to prevent constraint
violations. It ensures that the value of the Lyapunov candidate
function becomes infinity as its arguments approach certain
predefined limits. For example, Figure 3 provides a schematic
illustration of a BLF, where the constraint (or “barrier”) is
set at kb. As the system trajectory approaches this limit,
the value of the Lyapunov candidate function V grows to
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infinity. This is particularly important for systems subject
to constraints such as physical boundaries, saturation limits,
or performance and safety specifications [19]. In this study,
we introduced a BLF-incorporated backstepping controller
for satellite formation flying to mitigate large oscillations
in satellite trajectories. The simulation results using this
controller are presented in the following section.

Similar to the backstepping approach, we begin by defining
the following variable

zi = ˙̃qi + kPiRiq̃i + k(I3 − Pi)q̃i (30)

where k > 0, I3 ∈ R3×3 is the identity matrix, Pi =
diag(pi,x, pi,y, pi,z) ∈ R3×3 with

∀ η ∈ {x, y, z}, pi,η =

{
0, if q̃i0,η(q̃i,η − q̃d) > 0,
1, if q̃i0,η(q̃i,η − q̃d) < 0,

where q̃i0 is the initial error of the i-th agent, q̃d represents
the desired error value. In this paper, since the objective is to
achieve a specified formation flying configuration, the desired
value q̃d is set to zero. Additionally,

Ri =

k2b − q̃2i,x 0 0
0 k2b − q̃2i,y 0
0 0 k2b − q̃2i,z

 ,

where kb is the defined limits to which the system trajectory
must be constrained. The purpose of setting the values
in matrix Pi is as follows: when the system’s error state
remains on the same side as the initial error state (e.g.,
if the initial error is negative and the current error is also
negative, meaning both lie on the same side of the vertical
axis), the corresponding entry in matrix Pi is set to 0. In
this case, the control and Lyapunov function behave as in the
standard backstepping approach. However, when the error
state crosses to the opposite side of the initial state (e.g.,
if the initial error is negative and the current error becomes
positive), the corresponding value in matrix Pi switches to 1,
thereby activating the BLF.

Next, applying the control law

ui =
µ

r3
q̃i +

i∑
j=1

hj(t)−Ni −
α

β
Mi − λzi, (31)

where α, β, λ > 0, hj(t) is defined in equation (21), and

Mi = aPiR
−1
i q̃i + (I3 − Pi)q̃i,

Ni = −2kPiQiQi
˙̃qi + kPiRi

˙̃qi + k(I3 − Pi) ˙̃qi,

with a > 0 and Qi = diag(q̃i,x, q̃i,y, q̃i,z).

Similarly, consider the pair composed of the first deputy
satellite (i = 1) and its leader 0, under the control law (31),
the closed-loop system in error coordinates becomes

˙̃q1 = z1 − kP1R1q̃1 − k(I3 − P1)q̃1,

ż1 = −α

β
M1 − λz1

= −α

β

(
aP1R

−1
1 q̃1 + (I3 − P1)q̃1

)
− λz1.

(32)

Now, we define the Lyapunov function as

Vc,1 =
1

2
α [ap1,vl1,v + q̃1(I3 − P1)q̃1] +

1

2
βz⊤1 z1, (33)

where

p1,v = [p1,x, p1,y, p1,z], (34a)

l1,v =
[
ln

k2
b

k2
b−q̃21,x

, ln
k2
b

k2
b−q̃21,y

, ln
k2
b

k2
b−q̃21,z

]⊤
. (34b)

It should be noted that when the value of matrix P1 is
0, indicating that the BLF is not activated, the Lyapunov
candidate function is identical to that of the backstepping
approach. Conversely, when the value of matrix P1 is 1,
indicating that the BLF is activated, the logarithmic term in
(34b) becomes active. The time derivative of this positive
definite function yields

V̇c,1 = −αakq̃⊤1 P1P1q̃1 − αkq̃⊤1 (I3 − P1)(I3 − P1)q̃1 − λβz⊤1 z1 < 0,
(35)

when a, α, β, λ, k > 0. Therefore, the origin of the system
(19) is GAS for i = 1. For other cases, substituting control
law (31) into the error system (19) yields the closed-loop
system

˙̃qi = zi − kPiRiq̃i − k(I3 − Pi)q̃i,

żi = −α

β
Mi − λzi +

i−1∑
j=1

hj(t)− ui−1(t, q̃i−1, zi−1),

(36)

where i = 2, · · · , N . Define ξi = [q̃i, zi]
⊤, and the overall

closed-loop multi-agent error dynamics are given by

ξ̇1 = f(ξ1), (37a)

ξ̇2 = f(ξ2) + g1(t, ξ1), (37b)
...

ξ̇N = f(ξN ) + gN−1(t, ξN−1), (37c)

where

f(ξi) ≜

[
zi − kPiRiq̃i − k(I3 − Pi)q̃i

−α
βMi − λzi

]
,

gi(t, ξi) ≜

[
0∑i

j=1 hj(t)− ui(t, q̃i, zi)

]
.

This origin of the closed-loop error dynamics is also GAS.
Similar to the procedure used in backstepping controller
design I, the proof can be completed by induction. Starting
with i = 1, note that the origin of the system (37a) is
GES according to (35). Therefore, ξ1 = [q̃1, z1]

⊤ → 0
exponentially. For i = 2, the system (37a)-(37b) forms a
cascaded structure. From (31), it follows that g1(t, ξ1) → 0
as ξ1 → 0 because u1(t, q̃1, z1) → h1(t) as (q̃1, z1) → 0. By
applying the cascade argument [18, Theorem 2], we conclude
that the equilibrium point (ξ1, ξ2) = (0, 0) is GES. This
induction process can be extended to i = 3, . . . , N , leading
to the conclusion that the overall closed-loop system is GAS.
Due to space limitations, the detailed proof procedure is
omitted in this paper. A comparison of these two different
controller approaches for mapping the continuous controller
to a discrete controller is presented in the following section.
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Parameters Symbol Values Unit
Standard gravitational parameter µ 3.9872× 1014 m3/s2

Earth equatorial radius R 6378.137 km
Circular orbit altitude ra 3622 km

Orbit inclination ϕ 30 deg
Right ascension of the ascending node Ω 40 deg

Argument of periapsis ω 0 deg
Eccentricity e 0 -

Satellite mass m 1000 kg

Table 1: Orbital and simulation parameters

Forms of functions Vϕ and VT—To map the continuous-time
controller into an impulse sequence, we define the functions
Vϕ,i and VT,i, whose forms are identical to the Lyapunov
function Vc,i, specifically, for the backstepping controller,
these functions are defined as

Vϕ,i = VT,i = Vc,i =
1

2
αq̃⊤i q̃i +

1

2
βz⊤i zi, (38)

and for the BLF-incorporated backstepping controller, they
are given by

Vϕ,i = VT,i = Vc,i =
1
2α [api,vli,v + q̃i(I3 − Pi)q̃i] +

1
2βz

⊤
i zi,
(39)

where I3 ∈ R3×3, and

pi,v = [pi,x, pi,y, pi,z],

li,v =
[
ln

k2
b

k2
b−q̃2i,x

, ln
k2
b

k2
b−q̃2i,y

, ln
k2
b

k2
b−q̃2i,z

]⊤
.

It is important to note that Vϕ,i, as defined in (9), mirrors
the value of Vc,i under the continuous-time controller ui,
specifically, (20) for the backstepping controller and (31)
for the backsteeping with the BLF. This implies that Vϕ,i is
a monotonically decreasing function, as shown in (24) and
(35), respectively. On the other hand, as expressed in (10),
VT,i represents the value of Vc,i when using the impulsive
controller (8). The value of VT,i is determined by both the
impulsive thruster firing time, governed by the condition (14),
and the thruster firing duration, which is selected according to
(13) for each firing event.

4. NUMERICAL SIMULATION
This section presents the results of simulation studies con-
ducted to demonstrate the effectiveness of the approach for
mapping a continuous controller to discrete impulses, as
derived in the previous section. In this simulation, a system
of five satellites—one chief satellite and four deputy satel-
lites—is considered, forming a circular formation. Through-
out the simulation, the chief satellite follows the predefined
circular orbit without perturbations or external control input,
while the deputy satellites are controlled to track the trajec-
tory of the chief satellite. Initially, all satellites are evenly
distributed along the predefined orbit at an altitude of 3622
km, spaced 20 degrees apart. The objective of the formation
flying control is to guide the deputy satellites to adjust their
positions, rearranging the formation such that each satellite
is evenly spaced by 10 degrees relative to the chief satellite
by the end of the simulation, which is set to 5400 seconds in
this study. The orbital and simulation parameters used in this
study are presented in Table 1. In addition to the orbital ele-
ments listed in Table 1, the initial phase angles of the satellites
are defined as θ0 = [60◦, 40◦, 20◦, 0◦,−20◦]⊤. Based on
these initial phase angles and the orbital elements, the initial
conditions for the positions and velocities of the satellites

in the Earth-Centered Inertial (ECI) frame are computed as
follows, as described in [16]

qi =
a(1− e2)

1 + e cos γi

[
cγi+ωcΩ − cϕsγi+ωsΩ
cϕcΩsγi+ω + cγi+ωsΩ

cϕsγi+ω

]
, (41a)

vi =
√

µ
a(1−e2)

[−cΩsγi+ω − sΩcϕcγi+ω − e(cΩsω + sΩcωcϕ)
cΩcϕcγi+ω − sΩsγi+ω − e(sΩsω + cΩcωcϕ)

sϕ(cγi+ω + ecω)

]
,

(41b)
where cx = cosx, sx = sinx and γi = θi − ω represents
the true anomaly of the i-th satellite. Further details are
documented in Table 2.

Furthermore, we define the terminal criteria for the multi-
agent satellite formation flying control. Specifically, the con-
troller is considered to have successfully achieved its control
objectives if the error states q̃i and ˙̃qi meet the following
conditions

∀i = 1, · · · , N, ||q̃i|| < 0.3%dsep

∀i = 1, · · · , N, | ˙̃qi,x| < 0.03, | ˙̃qi,y| < 0.03 | ˙̃qi,z| < 0.03,
(42)

where dsep represents the desired separation distance between
the satellites. Specifically, the norm of the position error must
be within 0.3% of the desired separation distance, and the
absolute values of the velocity errors in all directions must be
less than 0.03 km/s at the end of the simulation.

In the following sections, we first present the simula-
tion results of the continuous controller, specifically the
backstepping-based controller.

Subsequently, we demonstrate simulation results of satellite
formation flying using impulsive control input, in line with
the proposed approach for discretizing continuous controllers
into an impulsive sequence. In this study, the coefficient
ϵ defined in the inequality (14) to adjust the thruster firing
instant is set as 0.7. The control forces of the impulsive
controller, defined as fT,i = muT,i, remain constant at a
magnitude of f∗

T,i = 500 N throughout the firing duration ∆t.
The firing duration ∆t of the thrusters varies over 19 possible
values, ranging from 0.1 seconds to 1 second, in increments
of 0.05 seconds. In this section, we introduce and compare
the results of mapping two distinct continuous controllers,
namely the backstepping controller and the BLF-incorporated
backstepping controller, to discrete impulse inputs. This
comparison helps to elucidate the motivation for introducing
the BLF in the design of the continuous controller. For clarity,
this comparison is conducted under a simplified simulation
scenario involving one chief satellite and one deputy satellite
to focus on the distinctions between the two controllers.

Finally, we present the comprehensive results of satellite
formation flying control, applied to four deputy satellites,
using discrete impulse inputs.

Results of Continuous-Time Controller

In this section we present the results of applying the continu-
ous controller developed using the backstepping approach for
the multi-agent satellite formation flying. The control input
is given in equation (20) and the parameters in the controller
are defined as α = 1,β = 10, λ = 80, k = 0.0001.

Figure 4 illustrates the Lyapunov functions Vc,i for all four
deputy satellites over time. As expected from (24), all
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Satellites x0(×103 km) y0(×103 km) z0(×103 km) ẋ0(km/s) ẏ0(km/s) ż0(km/s)
Chief -0.9906 8.9593 4.3301 -5.9466 -1.4205 1.5786

Deputy 1 2.2900 9.1884 3.2139 -5.8019 0.6000 2.4186
Deputy 2 5.2945 8.3092 1.7101 -4.9574 2.5482 2.9668
Deputy 3 7.6604 6.4279 0 -3.5150 4.1891 3.1572
Deputy 4 9.1024 3.7712 -1.7101 -1.6487 5.3246 2.9668

Table 2: Initial conditions of satellites
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Figure 4: Plots of Lyapunov function Vc,i using backstepping
continuous controller versus time
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Figure 5: Separation distances of satellites using backstep-
ping continuous controller.

plots exhibit monotonic decrease in the Lyapunov functions,
reflecting the stability of the system. Figure 5 depicts the
separation distances between two adjacent satellites, specif-
ically, the plot labeled d10 represents the distance between
the chief satellite and the first deputy satellite, while the plot
d21 shows the distance between the first and second deputy
satellites. Notably, as shown in Figure 5, the initial separation
distances of approximately 3500 km converge to 1743 km.
This distance corresponds to the expected separation for satel-
lites that are 10 degrees apart at this altitude, indicating that
the continuous controller successfully achieves the control
objective.

The continuous-time control inputs for the first deputy satel-
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Figure 6: Control input of the first deputy satellite using
backstepping continuous controller.

lite, shown in Figure 6, reveal a significant initial magnitude,
which corresponds to the large initial errors in the system
states at the start of the simulation. It is worth noting that the
observed thrust magnitudes exceeding 10×104 N may not be
feasible in practical scenarios. This highlights the necessity
of the proposed approach, which inherently accounts for
control saturation limits within the design.

Results of Discrete Impulse Controller: 1 Chief and 1 Deputy
Satellite

In this section, we present the results of using the impulse
controller for the formation control scenario involving one
chief satellite and one deputy satellite. Specifically, we trans-
form the continuous controllers, which are developed based
on the backstepping approach and the BLF-incorporated
backstepping approach, into a discrete firing sequence. This
transformation is performed according to the mapping ap-
proach proposed in Section 2, utilizing the functions Vϕ,i
and VT,i as defined in (38) and (39) for the backstepping
controller and the BLF-incorporated backstepping controller,
respectively.

Results of the Impulsive Controller Discretized from Back-
stepping Controller—The forms of functions Vϕ,i and VT,i
for backstepping controller are given in (38). Parameters for
the functions used to mapping the continuous controller to
impulsive input are set as α = 1, β = 10, λ = 80, and
k = 0.0001.

Figure 7 presents the plots of functions Vϕ,1 and VT,1. Note
that function Vϕ,1 is identical to Lyapunov function Vc,1
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Figure 7: Plots of Vϕ,1 and VT,1 using discretized impulsive
controller based on backstepping controller versus time.
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Figure 8: Separation distances between the chief and first
deputy satellites using impulsive controller discretized from
backstepping controller.

and, as expected, exhibits a monotonic decrease over time.
Additionally, while the values of VT,1 may increase between
the instants of impulsive control implementation, the overall
trend of VT,1 remains decreasing, closely following the be-
havior of Vϕ,1 over time.

Figures 8 and 9 present the separation distances between the
chief and deputy satellite, as well as the error states, q̃1 and ˙̃q1
of the deputy satellite, respectively. While the impulsive con-
troller successfully achieves the control objective—namely,
converging the separation distances between the satellites to
the desired value and ensuring all error states fall within the
terminal criteria—significant oscillations are observed in the
results. For example, the error state q̃1,x exhibits oscillations
with a maximum amplitude exceeding 1000 km. These
oscillations arise because, despite the proximity of the error
states to the desired values (i.e., approaching zero), the func-
tion Vϕ,1 consistently remains below VT,1, thereby delaying
thruster activation required for effective deceleration. A key
drawback of such pronounced oscillations is the increased
energy consumption due to the repeated adjustments neces-
sary to counteract these oscillations. This can be observed in
Figure 10, which presents the firing sequence of the impulsive

controller discretized from the backstepping controller. To
mitigate the oscillations and thereby achieve energy savings,
we propose an approach based on discretizing the BLF-
incorporated backstepping controller, with the corresponding
results presented in the next section.

Results of the Impulsive Controller Discretized from BLF-
incorporated Backstepping Controller—This section presents
the simulation results of the impulsive controller discretized
based on the BLF-incorporated backstepping controller. The
functions Vϕ,i and VT,i used for discretizing the BLF-
incorporated controller are defined in (39). Parameters in the
equations (39) used for discretizing the continuous controller
into an impulse sequence are defined as α = 1, β = 10,
λ = 80, k = 0.0001, and a = 105.

It is important to emphasize that the value of VT,i should not
be confused with Vϕ,i. Although these functions share the
same form, Vϕ,i reflects the value of the Lyapunov function
Vc,i, which is derived based on the closed-loop system’s states
under the continuous controller. As a result, Vϕ,i is monoton-
ically decreasing. In contrast, the value of VT,i depends on
the impulsive controller’s firing instants and durations.

As introduced in Section 3, when the error trajectory exceeds
zero from the side of the initial error state, the corresponding
value in matrix Pi switches to 1, thereby activating the
logarithmic term in (39). As the trajectory approaches the
predefined limit kb (set to 100 in this study), the value of the
function VT,i increases sharply and tends toward infinity.

We leverage this property of the BLF in our discretization
approach: when a component q̃i,η (where η ∈ {x, y, z})
of the error vector q̃i exceeds zero from the side of the
initial error state and approaches the limit, the value of VT,i
increases rapidly, even if the absolute error remains small.
Since the logarithmic term is activated, VT,i rises above Vϕ,i,
prompting control actions to reduce the corresponding error
state ˙̃qi,η , thereby mitigating overshoot in q̃i,η and ultimately
alleviating oscillations. The value of a is set sufficiently large,
at 105 in this study, to ensure that the value of the function
VT,i rises sharply above Vϕ,i once the logarithmic term is
activated.

Therefore, in addition to the thruster selection criterion given
by (13), when a value in matrix Pi equals 1 and VT,i exceeds
Vϕ,i, we enforce that the discrete control input uT,i is selected
according to

uT,i = arg min
α1,...,αm

| ˙̃qi,η(tf +∆t)|, (43)

subject to (12), where i = 1, · · · , N .

Figure 11 shows the trajectories of the functions Vϕ,1
and VT,1 using impulsive thruster mapping from the BLF-
incorporated backstepping controller over the simulation pe-
riod. The plot for Vϕ,1 exhibits a monotonically decreasing
behavior, which is consistent with expectations. The opera-
tional principle of the BLF is evident in the trajectory of VT,1.
As the value of an error state crosses zero, the logarithmic
term in (39) is activated, leading to a sharp increase in the
value of VT,1. The red-circled spikes on the plot of VT,g in
Figure 11 highlight these sudden increases.

Figures 12 and 13 depict the separation distance between
the chief and deputy satellite, along with the error state
trajectories q̃1 and ˙̃q1 over time, using the discretized input
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Figure 9: Error states q̃1 and ˙̃q1 of the deputy satellite using discretized impulsive controller based on backstepping controller
over time.
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Figure 10: Firing sequence of impulsive controller dis-
cretized from the backstepping controller.

transformed from the BLF-incorporated backstepping con-
troller. It is evident that the issue of significant oscillations,
observed in Figures 8 and Figure 9, has been effectively
resolved. All error states converge to stability and meet the
terminal criteria defined in (42), and the separation distance
between the two satellites also converges to the desired value
efficiently.

The firing sequences of the impulsive controller, discretized
from the BLF-incorporated backstepping controller, are illus-
trated in Figure 14. It is evident that at each firing event, the
thrusters fire at a constant magnitude of 500 N. The difference
between each firing lies in the duration, which is determined
by either (13) or (43), depending on the value of matrix Pi.
Compared to the impulsive firing sequence discretized from
the conventional backstepping controller shown in Figure 10,
the discrete input mapping from the BLF-incorporated back-
stepping controller demonstrates improved energy efficiency.
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Figure 11: Plots of Vϕ,1 and VT,1 using discretized im-
pulsive controller based on BLF-incorporated backstepping
controller versus time.
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Figure 12: Separation distances between the chief and first
deputy satellites using impulsive controller discretized from
BLF-incorporated backstepping controller.
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Figure 13: Error states q̃1 and ˙̃q1 of the deputy satellite using discretized impulsive controller based on BLF-incorporated
backstepping controller over time.
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Figure 14: Firing sequence of impulsive controller dis-
cretized from the BLF-incorporated backstepping controller.

Results of Discrete Impulse Controller: 1 Chief and Multiple
Satellites

In this section, we present the results of decentralized multi-
satellite formation control using the impulsive inputs dis-
cretized from the continuous BLF-incorporated backstepping
controller. Parameters setting for functions Vϕ,i and VT,i
used for discretizing the continuous controller into an impulse
sequence are defined as α = 1, β = 10, λ = 80, k = 0.0001,
and a = 105.

The simulation scenario is consistent with the previous setup,
where five satellites are initially positioned in a predefined
circular orbit, spaced 20 degrees apart from one another. The
chief satellite follows the prescribed orbit without pertur-
bation or control input, while the four deputy satellites are
guided to track the chief satellite’s trajectory using only local
information. The goal of the formation control is to adjust
the deputy satellites’ positions, reconfiguring the formation
so that each satellite is evenly spaced by 10 degrees relative
to the chief satellite. The initial conditions of all satellites are

provided in Table 2.

Figures 15 and 16 depict the trajectories of all satellites and
the separation distances between adjacent satellites, respec-
tively. Starting from different initial conditions, it is evident
that under the control of the discretized impulsive controller,
the positions of all deputy satellites are successfully rear-
ranged, with all satellites converging to the desired separation
distance. Figures 17 and 18 illustrate the error states q̃i
and ˙̃qi for all deputy satellites. Although larger oscillations
are observed in the error states q̃3 and q̃4—corresponding
to the two deputy satellites at the rear of the formation—all
error states ultimately converge to sufficiently small values,
ensuring compliance with the termination criteria proposed
in (42). These larger oscillations can be attributed to the
decentralized control strategy, where errors propagate along
the formation, accumulating from the leading agents to the
trailing ones, thereby resulting in relatively more significant
oscillations in q̃3 and q̃4. Despite this, the overall system
achieves the desired objective.

In addition, the energy consumption for each deputy satellite
using the continuous-time controller and the discrete impul-
sive controller is calculated as follows

Eϕ,i =

∫ tend

t0

u⊤
i ui dt (44)

and

ET,i = u2
T,ix∆ti,x + u2

T,ix∆ti,y + u2
T,ix∆ti,z, (45)

where t0 and tend represents the simulation start and end
times, ui is the continuous-time control input, and uT,i =
[uT,ix, uT,iy, uT,iz]

T denotes the discrete impulsive control
input. Furthermore, the energy saving percentage is given by

Energy Saving % =
Eϕ,i − ET,i

Eϕ,i
× 100. (46)

The results are summarised in Table 3. It is evident that as the
position of the satellites progresses toward the tail of the for-
mation, energy consumption increases. This can be attributed
to two factors. First, to achieve the desired satellite formation,
the error state q̃i that needs to be eliminated becomes larger
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Figure 15: Satellite trajectories shown in orbit plane using impulsive control discretized from BLF-incorporated backstepping
controller.
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Figure 16: Separation distances of adjacent satellites in the
five-satellite formation using impulsive controller discretized
from BLF-incorporated backstepping controller.

as the satellite’s position moves further back in the queue.
Second, errors in decentralized control tend to propagate
and accumulate toward the tail of the formation, further
increasing energy consumption. Moreover, when comparing
the energy consumption of each deputy satellite, the discrete
controller demonstrates significant energy savings, reducing
energy consumption by more than 90% compared to the
continuous-time controller.

5. CONCLUSION
In this paper, we presented a novel technique utilizing
Lyapunov arguments to convert an existing continuous-time
control input into a sequence of discrete impulses while
ensuring the desired performance of the closed-loop system.
The core concept of our approach is a real-time numerical
algorithm that identifies the timing of control impulse injec-
tions by comparing the value of a Lyapunov function under

continuous-time control with that under impulsive control.
The primary objective of this control strategy is to maintain
the value of the Lyapunov function under impulsive con-
trol below that of continuous-time control. As the latter
approaches zero over time, the impulsive control ensures a
reduction in the Lyapunov function’s value to zero, thereby
achieving the desired performance. We applied this frame-
work to the decentralized control of satellite formation fly-
ing and evaluated two different continuous controllers while
discretizing the continuous controller into impulsive inputs.
Simulation results demonstrated that the discretized con-
troller effectively achieves the control objectives and shows
potential for energy savings compared to the continuous-time
controller. In addition, the proposed technique includes the
control saturation limits as the inherent part of the design.
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Satellites Discrete controller Continuous controller Energy Saving %
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Table 3: Comparison of energy consumption for all deputy satellites using continuous and discrete controllers.
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